The role of uncertainty in bedrock depth and hydraulic properties on the stability of a variably-saturated slope
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Abstract

We investigate the uncertainty in bedrock depth and soil hydraulic parameters on the stability of a variably-saturated slope in Rio de Janeiro, Brazil. We couple Monte Carlo simulation of a three-dimensional flow model with numerical limit analysis to calculate confidence intervals of the safety factor using a 22-day rainfall record. We evaluate the marginal and joint impact of bedrock depth and soil hydraulic uncertainty. The mean safety factor and its 95% confidence interval evolve rapidly in response to the storm events. Explicit recognition of uncertainty in the hydraulic properties and depth to bedrock increases significantly the probability of failure.

1. Introduction

Hilly landscapes are typically mantled with soil and underlain by a weathered bedrock zone that may extend tens of meters beneath the surface before reaching fresh bedrock [1]. The design, construction, and maintenance of buildings, infrastructure, and other man-made structures in such environments depends critically on the stability of the soil and underlying bedrock. It is well-known that precipitation exerts a strong control on hillslope stability via infiltrating water, which elevates pore pressures within the soil mantle and reduces the shear strength. Thus, the more water is stored in the soil mantle, the more susceptible a hillslope is to landsliding. Numerous contributions to the geotechnical literature have investigated the triggering mechanisms and probability of occurrence of rainfall-induced landslides. This body of work has shown that the stability of hillslopes is controlled by many different factors including surface topography [2], depth to unweathered bedrock [3–6], the hydraulic properties [7,8] and shear strength [9–11] including their spatial variability [12,13].

The stability of a hillslope is commonly characterized by a single integrated measure of its load carrying capacity. This measure, coined the factor of safety or safety factor (SF), requires detailed computational analysis since field experiments are often impractical, time-consuming, labor-intensive and expensive. Many different methods have been developed in the geotechnical literature to compute the SF of a slope, ranging from simplified infinite slope approaches to more advanced limit equilibrium methods and sophisticated numerical procedures. These methods differ in their underlying assumptions and rigor, and consequently, may provide conflicting results. Slope stability analyses are further complicated by our inability to characterize adequately the hillslope interior. Indeed, soil properties and/or related variables deemed necessary for the different methods cannot be measured in the field with infinite precision, and consequently, the computed SF values are subject to considerable uncertainty [14].

Conventional (deterministic) methods for slope stability analyses calculate the SF without recourse to the underlying uncertainty in soil and hillslope properties [15,16]. Probabilistic methods allow...
designers to address issues beyond those that can be dealt with using deterministic methods. Such methods allow us to calculate confidence intervals of the SF due to uncertainty in soil properties and stratigraphic conditions, data errors, and model structural inadequacies [15,17]. The impact of uncertainty in the soil properties on the SF is relatively easily quantified using statistical methods [15], and has been explored by different authors [7,9,11,18,19]. This includes treatment of uncertainty in the porosity [20], specific weight [11,17], cohesion [11,17], and friction angle [11,17] of the soil mantle, and the spatial variability of the hydraulic conductivity [7,20]. Data errors arise from improper, incomplete and/or inaccurate measurement methods [15]. For example, the subsurface stratigraphy can exhibit considerable spatial variability, which, if poorly characterized, compromises the accuracy of slope stability studies [3,4]. What is more, spatiotemporal variability of the moisture content and distribution of the hillslope interior controls slope stability, yet is difficult to characterize adequately with porous flow simulators due to large uncertainties in the hydraulic properties and boundary conditions of the considered soil-bedrock domain [15,21].

Geotechnical stability analyses under transient soil-water conditions require knowledge of the soil hydraulic properties, namely the water retention function (or soil-water characteristic curve, SWCC) and the unsaturated soil hydraulic conductivity function, HCF. These two constitutive relationships generally exhibit considerable spatial variability, and are very time consuming, labor intensive, and costly to measure at the scale of a hillslope [22,23]. Whereas several authors have investigated the effect of the saturated hydraulic conductivity on slope (in) stability [12,24–26], relatively few contributions in the geotechnical literature have explored properly the coordinated impact of SWCC and HCF uncertainty on the SF values derived from slope stability studies [4,6,18,27]. We agree wholeheartedly with Liang and Uchida [23] that a detailed characterization of the temporal and spatial variability of the moisture content of the soil mantle is warranted in slope stability studies. Such studies should also include proper recognition of uncertainty in the soil hydraulic properties [8].

Liang and Uchida [23] evaluated, in a recent study, the impact of soil hydraulic parameter uncertainty on distributed moisture contents simulated with a three-dimensional variably-saturated flow model. Using a detailed depth to bedrock map of a small catchment in Japan and different parametrizations of the soil hydraulic functions, these authors found that saturation develops predominantly at the soil-bedrock interface. The bedrock surface connects sparsely saturated regions [28], and thus determines, along with regolith thickness, the water pressure within the soil mantle’s pores. Indeed, depth to bedrock is a key variable that controls subsurface flow [29], and triggers landslides during rainfall events [30–32].

As hillslope interiors are costly, labor-intensive, and difficult to access, most slope stability studies use a relatively simple description of the bedrock surface [3,6,7,11]. Resulting topographic maps often do not do justice to complex field measurements of the bedrock depth, which often demonstrate significant spatial variability [3,33] with a geometry that is difficult to characterize adequately with some closed-form mathematical expression, while hydraulic and strength parameters can vary abruptly at the soil-bedrock interface. Whereas some authors have used high-resolution bedrock depth maps to assess hillslope stability [28,32,34,35], existing studies in the literature do not properly recognize the effect of bedrock depth uncertainty on slope stability assessments.

The purpose of the present study is to evaluate the marginal and joint impact of bedrock depth and hydraulic uncertainty on the stability and probability of failure of a natural soil-mantled hillslope in Rio de Janeiro, Brazil. The soils in our experimental watershed are unsaturated during most of the year, but this state can rapidly change during periods of heavy rainfall. Therefore, [3] advocated monitoring variations in pore water pressures (both negative and positive) at specific sites during the year in order to assess their impact on slope stability. We use the calibrated geomorphologic model of [33] to generate plausible maps of the bedrock depth. The model was calibrated against a rich data set of distributed bedrock depth measurements using Bayesian inference with the DREAM algorithm [36,37]. Posterior maps of the simulated bedrock depth topography serve as input to a three-dimensional finite-element (FE) water flow model of the bedrock-soil domain, and are used to evaluate hillslope stability for a 22-day rainfall record via numerical limit analysis [38] using the ensemble of simulated transient pore water pressures. Our analysis will also consider soil hydraulic parameter uncertainty derived from pedotransfer functions using the Rosetta program [39]. We are particularly interested in the coordinated impact of both sources of uncertainty (bedrock depth and soil hydraulic properties) on the mean SF and its associated 95% confidence interval instead of looking at their marginal impact. The framework presented herein allows geotechnical engineers to address slope stability issues beyond those that can be addressed using deterministic methods, and provides a basis for reliability analyses of geotechnical hazards.

The remainder of this paper is organized as follows. Section 2 reviews the different building blocks of our integrated fluid flow and numerical limit analysis methodology. This framework is used herein to assess the SF values and corresponding failure probabilities. In Section 3 we are particularly concerned with quantification of soil hydraulic and bedrock depth uncertainties. This is followed in Section 4 with a detailed description of three different case studies of the same hillslope. Section 5 presents results of the three case studies, whereas Section 6 discusses the implications of our findings to hydrologic and geotechnical modeling. Finally, Section 7 concludes this manuscript with a summary of our main findings.

2. Modeling framework

We developed an integrated framework for stochastic slope stability analyses. The probabilistic framework couples a Monte Carlo algorithm with a three-dimensional variably-saturated flow model of the soil mantle and assesses hillslope stability via numerical limit analysis (NLA). The flow model solves numerically in three-dimensions Richards’ equation and simulates transient values of the pressure head, \( \psi \), for the spatial coordinates, \( x \) and \( y \), and depth, \( z \), of the hillslope and time, \( t \), of the supplied rainfall data record. The values of \( \psi(x,y,z,t) \) in the center of each tetrahedral element are used to characterize the soil-mantle’s water pressures. These locations are indicated schematically with the red dot in the mesh of Fig. 1. The evolving pore water pressures then serve as input to NLA to solve numerically for the transient stress and velocity distributions of the soil-mantle, which in turn are used to calculate the SF during the rainfall record. The Monte Carlo algorithm is used to quantify the impact of uncertainty in the bedrock depth and the soil hydraulic properties on hillslope stability by repeated numerical solution of the NLA equations for the ensemble of pore water pressures simulated with the Richards-based flow model.

Our framework is coded in MATLAB and integrates the two numerical models so that users do not have to port data from one model to the next [10], thus simplifying considerably slope stability analyses. The MATLAB code has a built-in routine which generates automatically prismatic and tetrahedral FE meshes for the hillslope water flow model and NLA equations, respectively. The code furthermore has pre- and postprocessing capabilities to simplify model setup and visualization of the results. Fig. 1 provides a schematic overview of our coupled framework. Users have...
to supply several inputs to execute our framework, including slope geometry (this includes a detailed topographic map of the bedrock surface), initial and boundary conditions used by the hillslope water flow model and NLA, and the hydraulic and strength parameters of the domain of interest. Users can also change default settings of algorithmic variables used for mesh creation and refinement, as well as Monte Carlo simulations of the bedrock surface and soil hydraulic parameters. The framework also has built-in capabilities for distributed computing, which speeds up significantly stability analyses by evaluating the Monte Carlo realizations of the bedrock depth topography and soil-mantle’s hydraulic properties on different processors.

The next subsections describe the different modeling steps of the flowchart presented in Fig. 1, and summarize the spatial discretizations and initial and boundary conditions that are used to solve numerically the governing equations of water flow and slope stability. Further details are presented in Appendices A and B. In Section 3 we then discuss our treatment of the bedrock topography and soil hydraulic properties and their associated uncertainty in support of probabilistic slope stability analyses.

2.1. Variably saturated model description

In this subsection we describe the Richards-based fluid flow model used to simulate the transient pore water pressures of the soil-mantled hillslope in Rio de Janeiro. The simulated pore water pressures serve as input to NLA to compute confidence intervals of the SF.

### 2.1.1. Governing equation

The hillslope water flow model solves the three-dimensional pressure head formulation of Richards’ equation for the spatial coordinates, x, y and z (L) of the soil-mantle given by

\[
C(\psi) \frac{\partial \psi}{\partial t} + S_s(\psi) \frac{\partial \psi}{\partial t} = \frac{\partial}{\partial x} \left[ K(\psi) \frac{\partial \psi}{\partial x} \right] + \frac{\partial}{\partial y} \left[ K(\psi) \frac{\partial \psi}{\partial y} \right] + \frac{\partial}{\partial z} \left[ K(\psi) \frac{\partial \psi}{\partial z} + 1 \right],
\]

where \( \psi \) (L) is the pressure head, \( C(\psi) \) (L^{-1}) denotes the soil water capacity function, \( S(\psi) \) (-) signifies the degree of saturation, \( S_s \) (L^{-1}) represents the specific storage, \( K(\psi) \) (L/T) is the HCF, and \( t \) (T) denotes time. The degree of saturation is defined as

\[
S(\psi) = \frac{\theta(\psi)}{\theta_s},
\]

where \( \theta(\psi) \) (L^3/L^3) is the moisture content, and \( \theta_s \) (L^3/L^3) denotes the saturated water content. Note that \( S_s \) can be omitted in our application since it does not affect the simulated moisture distribution and pore water pressures.
Numerically, no analytic solutions exist of Eq. (1) for sloping soils with a complicated stratigraphy and realistic boundary conditions. We therefore resort to numerical solutions, and use a fully implicit finite-difference scheme with variable time steps to simulate spatially distributed values of the pressure head and moisture content. The quasi-Newton Broyden-Fletcher-Goldfarb-Shanno (BFGS) method [40,41] was used to solve numerically in time Eq. (1) at relevant x, y, z locations of the hillslope. This method calculates the Jacobian (derivative) matrix only once at each time, thereby reducing considerably the CPU cost for highly discretized FE meshes. The cited publications detail the numerical implementation of the BFGS method.

2.1.2. Temporal and spatial discretization

Numerical solutions of Eq. (1) require the users to define a suitable spatial and temporal discretization for the domain of interest. We use herein a mesh consisting of linear prismatic elements composed of six nodes. Fig. 2a presents a three-dimensional plot of the FE mesh of the experimental hillslope in Rio de Janeiro, which will be discussed in more detail later. Unfortunately, one cannot build the mesh without detailed knowledge of the surface and bedrock topography. The MATLAB toolbox we developed herein allows users to define the density of the surface mesh (number of nodes/elements). The toolbox also allows users to define the number of nodes in the z (vertical) direction between the hillslope surface and the bedrock. The structured mesh presented in Fig. 2a is made up of 9600 elements with 5797 nodal points. This mesh provides a good compromise between the CPU costs of the BFGS solver and the corresponding accuracy of the simulated distributed pressure head values. Indeed, as shown in Fig. 3, the use of a larger number of elements (and thus nodes) hardly changes the numerical results of our flow model. Since our measurements of the soil mantle did not reveal the presence of a well-defined stratigraphy with multiple layers [42], we conveniently assumed the hillslope interior to be homogeneous. Nonetheless, our MATLAB flow model can solve for water movement in heterogeneous soil-bedrock domains, if deemed appropriate.

The BFGS solver implements a variable time step, Δt, to solve numerically Eq. (1). This time step is reduced when convergence criteria of the simulated $\psi(x, y, z, t)$ values are not satisfied with the current value of $\Delta t$. Our flow model relates the increment of $\Delta t$ to the number of iterations used during the previous time step. The initial, minimum and maximum time steps were set to 0.01, $10^{-9}$ and 1 h, respectively. Based on the work of Paniconi et al. [43] we did set the convergence threshold of $\psi$ at 0.1 m.

2.1.3. Boundary and initial conditions

Numerical solutions of Richards' equation were obtained by imposing a precipitation rate, $Q (L/T)$, across the surface boundary (Γ) as follows

$$\quad q_n = Q(t) \quad \text{at} \quad \Gamma,$$

where $q_n$ represents the incoming flux, normal to the surface of the FE mesh. Rainfall was recorded at a station near the study site (Fig. 4). The measured hyetograph displayed three consecutive storm events (days 2–4, days 7–13 and days 18–21), which were
separated well in time. The last of these three events exhibited the largest intensity and volume of rainfall. In this study, we assumed the infiltration flux at the surface nodes to be equivalent to measured rainfall rates. If, in response to this rainfall, the simulated pressure heads of the surface nodes became larger than zero, then the excess water was removed instantaneously by surface runoff and the pressure heads were set to zero [44]. If, at the end of some time step, \( \Delta t \), the infiltration rate at some surface node was larger than the prescribed precipitation flux, then the infiltration flux was set equal to the measured hourly rainfall rate, \( Q(t) \). We refer to Fig. 2a for definition of the boundary conditions of the hillslope. In summary, a seepage face boundary condition was assumed along the downslope face. The remaining boundary nodes of the soil-bedrock interface and the lateral and upslope faces assumed a no-flow boundary conditions, that is, \( q_n = 0 \).

In the absence of detailed information about the soil-mantle’s pressure head values at the start of the 22-day experimental period, we preceded our simulations with a one-year spin-up period to derive reasonable initial values of \( \psi(x,y,z,0) \). We started the spin-up period with \( \psi(x,y,z) = -500 \text{ cm} \) and forced the flow model with a yearly record of measured daily rainfall rates from a nearby meteorological station in Rio de Janeiro (see Fig. 5). At the end of the 365-day spin-up period, the highest moisture contents (and thus pressure head values) were found at places of the slope with a relatively thin regolith depth. This simulated distribution of pressure head values was subsequently used as the initial soil-moisture state in the flow model to assess slope stability during the following 22-days. Of course, one can debate the choice of our spin-up period. We note that, despite recent research (e.g. see [45]), no consensus exists on what constitutes a proper spin-up time and period for particular applications. Without formal guidelines, our length of spin-up period is in agreement with [46]. It is important to stress here that the sensitivity of our flow model to the initial soil moisture state diminished rapidly during the 22-day period because of the rather large intensity of the rainfall events of the hyetograph (see Fig. 4).

### 2.1.4. Soil hydraulic properties

Numerical solutions of Eq. (1) require knowledge of the hydraulic properties of the soil mantle. We use for this purpose the soil water characteristic curve (SWCC) and hydraulic conductivity function (HFC) of van Genuchten-Mualem (VGM) [47,48], which are given by

\[
S_e(\psi) = \frac{\theta_e - \theta_i}{\theta_s - \theta_i} = \left\{ \begin{array}{ll}
1 + |\alpha \psi|^n & \text{for } \psi < 0 \\
1 & \text{for } \psi > 0
\end{array} \right.
\]  

\[
K(\psi) = K_s S_e(\psi)^{\frac{1}{m}} \left\{ 1 - \left[ 1 - S_e(\psi)^{1/m} \right]^m \right\}^2
\]

where \( S_e (\cdot) \) is effective saturation, \( \theta_i (L^3/L^3) \) denotes the residual water content, \( \alpha (L^{-1}) \) is a proxy of the reciprocal of the air-entry value of the soil, \( n \) and \( m \) are unitless shape parameters of the SWCC and HCF, \( K_s (L/T) \) denotes the saturated hydraulic conductivity and \( L (\cdot) \) is a pore-connectivity parameter. We make the common assumptions that \( m = 1 - 1/n \) and \( L = 0.5 \), and use the remaining parameters, \( \{\theta_i, \theta_s, \alpha, n, K_s\} \), to characterize the hydraulic properties of the soil mantle.

### 2.2. Numerical limit analysis

Numerical limit analysis (NLA) was used to evaluate the geotechnical stability of the hillslope under variably-saturated conditions. NLA as implemented in our study uses as input the pore water pressures simulated by the Richards-based flow model (see Fig. 1) and returns the corresponding estimates of the collapse load, that is, the maximum load that can be sustained by the hillslope. We briefly summarize the main elements of NLA, and refer readers to the excellent review by Sloan [49] for further details on limit analysis approaches.

We use the mixed-formulation, second-order cone programming implementation of [38] to solve for the stress and velocity distributions in the three-dimensional finite element mesh of our hillslope. The mixed-formulation assumes stresses to be constant within each FE, while velocities in the \( u, v \) and \( w \) directions are varied linearly between neighboring nodes [50]. The second-order cone programming [51] exploits the underlying convexity of the optimization problem and searches for the collapse factor that satisfies the equivalent static and kinematic principles of limit analysis [52].

A summarizes the NLA method described by Camargo et al. [38] and adopted herein for computation of the SF of the hillslope during the 22-day rainfall record.

### 3. Treatment of bedrock depth and soil hydraulic uncertainty

This section characterizes the bedrock depth topography and the hydraulic functions of the soil mantle. We are particularly concerned with proper treatment of their uncertainty.
3.1. Uncertainty of bedrock topography

In a recent paper, Gomes et al. [33] developed a geomorphologic model to predict the spatial distribution of depth to bedrock (DTB) from high-resolution topographic data, numerical modeling and Bayesian analysis. We used the DTB model of [33] and refer interested readers to this publication for further details. Bayesian analysis was used to reconcile the DTB model with distributed bedrock depth measurements. We used Markov chain Monte Carlo simulation (MCMC) with the DREAM algorithm [36,37] for posterior inference in the Bayesian framework. This approach searched the DTB model parameter space for posterior solutions that “best” honor the observed bedrock depth data. The posterior mean bedrock topography simulated with the DTB model was shown to be in good quantitative agreement with point observations of the regolith depth. The associated prediction intervals appeared rather large, yet enveloped the vast majority of bedrock depth observations. Note that [8] used the DREAM algorithm to evaluate slope stability under unsaturated conditions. We refer to this publication for a geotechnical application of Bayesian analysis. B summarizes how we derived the posterior mean bedrock topography and a sample set of surfaces that quantify its associated 95% prediction intervals.

DTB measurements were carried out in two adjacent watersheds in the Papagaio river basin, Rio de Janeiro, Brazil. The two watersheds studied extensively by several authors in the literature after mass movements occurred in 1996 (see for instance [53]). The geographic location of the field site is depicted with a red cross in Fig. 6, which also displays (right hand side) the topography of the two experimental basins. The white dots indicate the measurement locations of the bedrock depth using a light dynamic cone penetrometer. The eight black circles represent locations where additional soil samples were collected via drilling with a mechanical auger. We refer to [42] for a detailed description of the field campaign and measurements.

We next illustrate the results obtained with the DTB model, and display in Fig. 7 the main morphological features of the experimental hillslope. The top panel presents a three-dimensional view of the surface elevation of the hillslope as derived from high-resolution topographic data. The elevation of the hillslope ranges between 280 and 340 m above mean sea level, with slopes that are steepest near the crest (hilltop) and become increasingly planar downslope towards the drainage valley. The color map that is projected onto the surface topography depicts the posterior mean depth to (unweathered) bedrock simulated with the DTB model. The DTB model produced a rather smooth bedrock surface from the hilltop to the drainage channel in the valley. The bottom panel of Fig. 7 presents a two-dimensional cross section of the hillslope and depicts the topography of the surface (solid black line) and DTB simulated posterior mean bedrock surface (solid red line) of

Fig. 6. Geographic overview (left) and shaded relief image (right) of the Papagaio river basin experimental field site (red cross) in Rio de Janeiro, Brazil. The white and black circles on the relief image indicate, respectively, the measurement locations of the dynamic cone penetrometer and the places were drilling was used with a mechanical auger to collect soil samples. Transect AA' was used to summarize the results of the DTB model. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Appendix B.

tions stored in the three-dimensional array $/C_22$ prediction intervals of the DTB model due to parameter uncer-

Figure legend, the reader is referred to the web version of this article.)

95% prediction uncertainty intervals of the DTB model due to parameter uncer-

base of the hillslope (drainage valley). The dark and light gray regions denote the

mean bedrock surface (solid red line) of transect $/A'$. The elevations refer to the

traverse $/A'$. The dark gray region in this graph represents the 95%

prediction intervals of the DTB model due to parameter uncer-

this figure legend, the reader is referred to the web version of this article.)

Note that in Fig. 7 we also portrayed the 95% ranges of the total

distance to bedrock (middle column) and posterior mean soil-

Mean gradient (°) 30 23

Max. gradient (°) 44 43

Min. gradient (°) 9 3

3.2. Uncertainty in the soil hydraulic properties

Now that the soil-bedrock interface has been delineated, we are left with characterization of the hydraulic properties of the soil mantle. In the absence of soil water retention and unsaturated hydraulic conductivity data, we used the Rosetta program of [39] to estimate values of the VGM parameters in the soil hydraulic functions given by Eqs. (4) and (5). Rosetta uses a set of hierarchi-

cal pedotransfer functions to estimate the VGM parameters from

basic soil data, such as soil textural class, sand, silt, and clay per-

centages, bulk density, and direct water retention observations. We followed the methodology developed by [22] and quantified the uncertainty in the hydraulic properties (SWCC and HCF) of the soil mantle as follows.

First, 52 measurements of soil texture (sand, silt and clay %) at eight different locations and depths (see black circles in Fig. 6) were used to compute the mean texture, $a$, of the soil mantle and its associated $3 \times 3$ covariance matrix, $B$. We drew randomly a large sample of $P$ texture samples from $X_{a}(a, b)$, a three-variate normal distribution with mean $a$ and covariance matrix $B$, and evaluated each of the $P$ samples using Rosetta. This did result in a large ensemble of $P$ realizations of the VGM soil hydraulic parameters, $(\theta_i, \theta_s, \alpha, n, K_s)$. Table 2 summarizes the results of our Rosetta ensemble, including mean values of the soil hydraulic parameters (third column), their standard deviations (fourth column), and linear correlation coefficients (last five columns). The negative correlation coefficient (-0.86) between $\log_{10}(x)$ and $\log_{10}(n)$ is in agreement with field data and supported by statistical analysis of these two soil hydraulic parameters [54, 18]. Indeed, Phoon et al. [18] argued that this correlation between $x$ and $n$ should be honored otherwise this might lead to a SWCC that does not charac-
terize accurately the retention function of the soil domain under investigation. A similar conclusion was reported independently by Scharnagl et al. [22] who showed that a proper treatment of the correlation structure between the soil hydraulic parameters is a prerequisite to accurate sampling of the water retention func-
tions. The relatively low correlation between the VGM parameter pairs $\theta_i - \theta_s$ and $\log_{10}(x) - \log_{10}(K_s)$ is in agreement with previous findings (e.g., [22]).

The $P$ different ROSETTA predictions of the VGM parameters were used next to characterize the uncertainty in the hydraulic properties of the soil-mantle. Alternatively, one could generate $P$ realizations of the VGM parameters by drawing randomly from a five-variate normal distribution with mean and covariance matrix from the $P$ Rosetta realizations. We illustrate the results of this sec-

ond approach in Fig. 8, which shows the mean (red line) and 95% confidence intervals (gray region) of the water retention (top) and hydraulic conductivity (bottom) functions. The two functions suggest an excellent water holding capacity of the soil mantle, with pressure heads that must be below $-80$ cm for air to enter the pores. This finding is consistent with our soil textural data, which demonstrate relatively high percentages of silt and clay [42]. The confidence interval of the SWCC is almost perfectly symmetrical, being similarly large at saturation and the residual moisture con-
tent, and smallest in the interval between the two inflection points (moisture contents between 0.2 and 0.4 cm$^3$/cm$^3$). Note that the
The HCF exhibits asymmetrical confidence intervals at \( \psi = 0 \) cm is determined only by the value of \( \theta_n \), whereas the ranges at \( \psi = -10^4 \) cm are determined by the values of \( \theta_n \) and \( n \). The HCF exhibits asymmetrical confidence intervals that become increasingly smaller (even on a logarithmic scale) with decreasing pressure heads as the soil dries out. Uncertainty in the HCF is determined mostly by \( K_r \).

### 3.3. Strength parameters

Numerical simulations with the flow model and NLA also require estimates of the strength parameters, \( c', \phi' \) and \( \phi_b \) in Eq. (A.1). Additionally, values of the specific weights of natural soil, \( \gamma_{\text{nat}} \), saturated soil, \( \gamma_{\text{sat}} \), and water, \( \gamma_w \), are required for computation of the stress field, \( \sigma \) in Eq. (A.3). Table 3 lists the values of the specific weights and strength parameters used herein. We conveniently assumed constant values of the strength parameters in all of our numerical simulations. This approach ignores spatial variabilities in \( c' \) and \( \phi' \) [11], and may lead to inadequate characterization of the stability of hillslopes during rainfall events [8,14]. Nevertheless, the use of constant strength parameters simplifies investigations into the impact of bedrock depth uncertainty and/or soil hydraulic uncertainty in slope stability studies.

### 4. Case studies

The MATLAB framework with its various elements and settings pertaining to the variably-saturated flow model and NLA was used next to assess the impact of uncertainty in the bedrock depth and hydraulic parameters on the stability of the soil-mantled hillslope in Rio de Janeiro. A topographic map of the hillslope was shown previously in Fig. 7, including a three-dimensional color projection of the underlying bedrock surface. We also presented in Fig. 2 two example FE meshes of the hillslope that will be used by the water flow model and NLA. We describe below three different case studies to illustrate our findings. The first two case studies examine only the marginal (individual) impact of bedrock depth uncertainty (case study 1) and soil hydraulic parameter uncertainty (case study 2) on slope stability. The third case study evaluates their joint or combined impact on hillslope stability.

#### 4.1. Case study 1: Uncertainty in bedrock topography

This first case study considered the impact of bedrock topographic uncertainty on slope stability. We necessarily assumed mean values of the hydraulic parameters of the soil mantle (see Table 2). A total of 100 different bedrock depth maps were drawn at random from the “perturbed” ensemble of posterior DTB-model simulations. This number of realizations was deemed sufficient to characterize the uncertainty in the bedrock topography underneath the hillslope (see Fig. B.1). The MATLAB framework created automatically, for each bedrock depth map, two FE meshes: one composed of prismatic elements and one comprising tetrahedral elements.

To provide a better understanding of the variations in the bedrock topography of the Monte Carlo ensemble, consider Fig. 9 which displays graphically the regolith surface of two plausible

\[
\theta(s) = \left\{ \begin{array}{ll}
\theta_n & \text{if } s < s_n,
\theta_b & \text{if } s_n \leq s \leq s_b,
\theta_w & \text{if } s > s_b.
\end{array} \right.
\]

\[
\psi(s) = \left\{ \begin{array}{ll}
\psi_n & \text{if } s < s_n,
\psi_b & \text{if } s_n \leq s \leq s_b,
\psi_w & \text{if } s > s_b.
\end{array} \right.
\]

Table 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Mean</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta_n )</td>
<td>( \text{cm}^3 \text{cm}^{-1} )</td>
<td>0.0577</td>
<td>0.0153</td>
</tr>
<tr>
<td>( \theta_b )</td>
<td>( \text{cm}^3 \text{cm}^{-1} )</td>
<td>0.4337</td>
<td>0.0159</td>
</tr>
<tr>
<td>( \log_{10}(\theta) )</td>
<td>( \text{cm}^{-1} )</td>
<td>-2.2719</td>
<td>0.0748</td>
</tr>
<tr>
<td>( \log_{10}(\theta) )</td>
<td></td>
<td>0.2146</td>
<td>0.0140</td>
</tr>
<tr>
<td>( \log_{10}(K_r) )</td>
<td>( \text{cm/h} )</td>
<td>0.0583</td>
<td>0.0128</td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th>Type</th>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soil and water</td>
<td>( \gamma_w )</td>
<td>10</td>
<td>kN/m³</td>
</tr>
<tr>
<td>Properties</td>
<td>( \gamma_{\text{nat}} )</td>
<td>18</td>
<td>kN/m³</td>
</tr>
<tr>
<td></td>
<td>( \gamma_{\text{sat}} )</td>
<td>20</td>
<td>kN/m³</td>
</tr>
<tr>
<td>Strength</td>
<td>( c' )</td>
<td>5</td>
<td>kPa</td>
</tr>
<tr>
<td>Parameters</td>
<td>( \phi' )</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \phi_b )</td>
<td>15</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 8. 95% prediction intervals of the hydraulic functions of the soil mantle derived with Rosetta using 52 different soil textural samples from eight different measurement locations on the hillslope in Rio de Janeiro, Brazil: (a) water retention function, and (b) unsaturated hydraulic conductivity function. The hydraulic functions of the mean VGM parameters are separately indicated with solid red lines. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
realizations, coined $H_1$ and $H_2$. The two samples are characterized with the transect $AA'$ depicted previously in Fig. 7. The posterior mean bedrock surface simulated with the DTB model is indicated separately in each panel by the dashed blue line. We used green (a) and red (b) colors to differentiate between the bedrock topographies of $H_1$ and $H_2$. The shape of the two surfaces in Fig. 9 will enhance our understanding of the simulated flow patterns and failure mechanisms. Note that the two bedrock surfaces exhibit many of the common features found in Rio de Janeiro [3]. To simplify interpretation we will use the landscape elements “hilltop”, “sideslope” and “base” to discuss our findings. Their position is indicated in Fig. 9b.

The 100 prismatic FE meshes served as input to the soil water flow model to create an ensemble of transient pressure head values of the hillside interior during the 22-day experimental period. The 100 transient simulations generated input to the tetrahedral FE meshes of the NLA to evaluate slope stability.

### 4.2. Case study 2: Uncertainty in the soil hydraulic parameters

In this study case, the uncertainty in the VGM parameters was evaluated by defining a prior distribution of the soil hydraulic parameters. This informative prior distribution can significantly reduce the uncertainty of the soil hydraulic parameters in back analyses [8] and avoid unrealistic water retention and hydraulic conductivity functions [18]. A total of 100 samples of the soil hydraulic parameters were generated by drawing from a multivariate normal distribution $\mathcal{N}(\mu_p, \Sigma_p)$ with mean $\mu_p$ and covariance matrix, $\Sigma_p$ (Section 3.2). We ignore uncertainty in the bedrock depth and assume the posterior mean bedrock topography, $\Xi(h)$, as illustrated previously in Fig. 9.

Utilizing the same method as adopted in the previous subsection, two samples of soil hydraulic parameters were drawn from $\mathcal{N}(\mu_p, \Sigma_p)$ to help us better understand the effects of the SWCC and HCF on the Monte Carlo results. The two samples are referred to hereafter as $p_1$ and $p_2$, respectively, and assume different values of the soil hydraulic parameters $p = \{\theta, \alpha, n, K_s\}$, as listed in Table 4. For completeness, the last row of Table 4 lists the mean values of the soil hydraulic parameters, $\mu_p$. The saturated conductivity of $p_1$ ($K_s = 4.32 \text{ cm/h}$) was found to be higher than the sample mean ($K_s = 1.15 \text{ cm/h}$). The opposite is true for $p_2$, which exhibited a much lower saturated conductivity ($K_s = 0.76 \text{ cm/h}$).

### 4.3. Case study 3: Combined uncertainty in bedrock depth and soil hydraulic functions

Case study 3 treats the combined effect of uncertainty in the bedrock surface and the soil hydraulic parameters. The M realizations of the bedrock topography now have different hydraulic parameter values of the soil mantle by drawing from the multivariate normal prior distribution of the VGM parameters (Section 4.2). Specifically, we illustrate our findings with the help of two bedrock-soil hydraulic parameter samples, coined $S_{13}$ and $S_{23}$. These two samples use the bedrock surfaces, $H_1$ and $H_2$ of Fig. 9 and the hydraulic parameter values, $p_1$ and $p_2$ of Table 4, i.e., $S_{13} = (H_1; p_1)$ and $S_{23} = (H_2; p_2)$, where the subscripts of $S_{13}$ refer to sample 1 of the case study 3, etc.

Table 5 summarizes the three case studies used to evaluate slope stability in the presence of bedrock depth and soil hydraulic parameter uncertainty. The table also lists several samples used to clarify our findings. Results are discussed in the next section.

### Table 4

<table>
<thead>
<tr>
<th>Sample</th>
<th>$\theta_1$ (cm$^3$ cm$^{-3}$)</th>
<th>$\theta_1$ (cm$^3$ cm$^{-3}$)</th>
<th>$\alpha$ (cm$^{-1}$)</th>
<th>$n$ (–)</th>
<th>$K_s$ (cm/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$</td>
<td>0.453</td>
<td>0.036</td>
<td>0.0056</td>
<td>1.66</td>
<td>4.32</td>
</tr>
<tr>
<td>$p_2$</td>
<td>0.425</td>
<td>0.063</td>
<td>0.0042</td>
<td>1.68</td>
<td>0.76</td>
</tr>
<tr>
<td>$\mu_p$</td>
<td>0.429</td>
<td>0.056</td>
<td>0.0055</td>
<td>1.63</td>
<td>1.15</td>
</tr>
</tbody>
</table>

### Table 5

<table>
<thead>
<tr>
<th>Case</th>
<th>Source of uncertainty</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$h$</td>
<td>$S_{11} = (H_1; \mu_p)$</td>
</tr>
<tr>
<td>2</td>
<td>$\Xi(h)$</td>
<td>$S_{12} = (\Xi(h); p_1)$</td>
</tr>
<tr>
<td>3</td>
<td>$h$</td>
<td>$S_{13} = (H_1; p_1)$</td>
</tr>
</tbody>
</table>
5. Results

5.1. Uncertainty in the safety factor

Fig. 10 shows the evolution of the mean SF (solid red line) and its associated 95% confidence intervals (gray region) for case study 1 (a), case study 2 (b) and case study 3 (c). To better interpret the results, we also plotted separately in the figure the measured hyetograph and listed the precipitation amounts on the left y-axis.

Fig. 10a shows that the first storm between $t = 0$ and $t = 8$ (days) decreased the mean SF steadily from values of 1.70 to about 1.60, in response to increased storage of water in the soil mantle. The associated 95% intervals of the SF indicated a small control of the bedrock topography on slope stability during the first storm. The second storm event between days 9 and 13 exerted far more control on slope stability. The SF plummeted after the peak rainfall on day 11 from 1.60 to about 1.25 on day 13. The second storm event also increased substantially the width of the 95% intervals of the SF. During the next four consecutive dry days (days 14–17), the stability of the hillslope improved somewhat with a mean SF on day 17 of about 1.35, while the associated 95% ranges that exhibited a smaller spread. The third and last storm event (days 18 to 22) was most severe, with its relatively large precipitation amount threatening the stability of the hillslope. Indeed, the mean SF of the hillslope deteriorated rapidly from values of about 1.35 on day 18 to 0.95 at the end of the 22-day simulation period. The hillslope had become unstable and prone to mass movement and failure during the last few days of this third storm event. The 95% intervals of the SF became relatively low, yet exhibited a much larger spread on day 18 (1.2–1.4) than on day 22 (0.9–1.0). Thus, the bedrock topography exerted far more control on the slope stability on day 18 than on day 22.

We next analyzed how uncertainty in the soil hydraulic parameters affected the simulated SF values (Fig. 10b). The mean SF, represented by the red line, was very similar to the values obtained for case study 1 (Fig. 10a). However, during the first storm event between 0 and 5 days, the 95% confidence intervals exhibit very tight bounds, thus suggesting no control of the soil hydraulic parameters on slope stability. We will revisit this assumption later. Fig. 10b shows that, after some precipitation threshold is reached, the 95% intervals of the SF increase. This occurs after about $t = 5$ days. Between the second and third precipitation events, the bounds reached their maximum spread. By comparison, Fig. 10a and b show that, a priori, the effects of both sources of uncertainty (bedrock depth and soil hydraulic parameters) are quite similar.

Fig. 10c presents plots of the mean SF and its uncertainty bounds for case study 3. While the mean values are very similar as those of the other two case studies, the 95% confidence intervals are now slightly greater. The uncertainty during the first rainfall event (until $t = 5$ days) seems related more to the variability in bedrock depth, rather than the soil hydraulic parameters. Indeed, for this simulation period, Fig. 10c and a depict equivalent uncer-
tainty limits. After this time, the multivariate normal prior distribution of the soil hydraulic parameters also affects the confidence intervals of the SF, which are now wider than those of the first two case studies. Notice also the relatively large differences between the SF traces of samples $S_{13}$ and $S_{23}$. These two realizations differ substantially in their assessment of slope stability after the second storm event, and will be investigated in more detail later.

5.2. Pressure head and failure zone dynamics

We now investigate how uncertainty in the bedrock depth and soil hydraulic parameters affects pressure head dynamics within the hillslope interior and the failure zones at collapse. Fig. 11 depicts graphically for samples $S_{13}$ (top part) and $S_{23}$ (bottom part) the simulated pressure values at $t = 5, 12, 16$ and $19$ days (left-to-right) at the soil-bedrock interface (top panels) and along cross section $AA'$ (middle panels). The two bottom panels in both graphs display the velocity vectors at collapse. The samples $S_{13}$ and $S_{23}$ exhibit contrasting bedrock topographies (previously depicted in Fig. 9) and soil hydraulic parameter values (listed in Tables 4 and 5). The snapshots from left to right match exactly the times of the vertical dashed blue lines in Fig. 10 and characterize different saturation conditions of the soil-mantle in response to the successive rainfall events. To simplify graphical interpretation, the pressure head values share a common color bar. We first discuss the results of sample $S_{13}$ displayed in the top three panels, followed by those of $S_{23}$ in the bottom three panels.

The top panel of four plots of Fig. 11a displays simulated pressure heads of sample $S_{13}$ at the soil-bedrock interface. Initially, at $t = 5$ days, the soil-bedrock interface appears almost entirely unsaturated, with the exception of a small area of saturation at the bedrock surface in the middle part of the hillslope. This saturation condition is a leftover of the one-year spin-up period and not caused by the first storm event. In fact, the yellowish-green color is dominant which indicates negative $\psi$ values for large portions of the soil-bedrock interface. Results show that the size of the saturated area increased slowly and upward along the drainage channel during the next three time snapshots in response to antecedent rainfall. This finding is not surprising as moisture contents are expected to increase most in shallow regions [29], where the distance to the impermeable layer is relatively small, thus causing a rapid build-up of infiltrated rainwater. Note that the pressure head values within the saturated areas of the soil-bedrock interface tended to increase between $t = 5$ and $t = 16$ days (darker blue).

While the top panel of Fig. 11a highlights important changes to the extent of the saturated zone at the soil-bedrock interface, the middle panel visualizes the evolution of the saturated area along cross section $AA'$. At $t = 5$ days the soil is mostly unsaturated, except for a small area of the transect where the regolith is thinnest. After the second storm ceased, at $t = 12$ days, the antecedent rainfall had caused the area of saturation of $AA'$ to expand from the sideslope to the base. This area remained saturated until at least the last snapshot at $t = 19$ days. Note that near-saturated zones...
The bottom panel of Fig. 11a presents a two-dimensional projection (cross section AA’) of the velocity vectors of sample S_{13} at collapse. The four snapshots in time, as derived from NLA, visualize the possible collapse of the hillslope under different saturation conditions [49]. At \( t = 5 \) days the velocity vectors indicate an approximately circular failure surface at the hilltop. The soil moisture conditions at this time were clearly unsaturated (see middle panel). In the collapse region, topographic gradients were relatively high, with failure occurring due to loss of suction (to be discussed in more detail later). At the end of the second storm event, at \( t = 12 \) days, the shallow soil of the sideslope had become fully saturated, thereby inducing failure in the region of minimum regolith thickness. Then, after a few drier days at \( t = 16 \) days, the velocity vectors extended uphill to areas with the highest topographic gradients near the hilltop. Subsequently, at \( t = 19 \) days, after two more days of rainfall (third storm), the failure zone concentrated again on the thin regolith zone of the sideslope.

The results of sample S_{23} in the bottom three panels appear very similar to those presented previously for S_{13} but with two main exceptions. First, the pressure head values at the soil-bedrock interface demonstrate an enlarged area of saturation which covered a much larger portion of the drainage channel and the sideslope. This is most evident in the snapshots of the top and middle panels at \( t = 16 \) and \( t = 19 \) days, and can be explained in part by the much lower saturated conductivity of sample S_{23} (\( K_s = 0.76 \) cm/h) compared to S_{13} (\( K_s = 4.32 \) cm/h). The lower conductivity limits rainfall infiltration, thereby promoting near-saturated conditions at the hilltop and enhanced storage of water along the sideslope and base (see middle panel in Fig. 11b at \( t = 12 \) days). This enlarged area of saturation can be explained further by the bedrock topography of sample S_{23}, which differs in two important ways from S_{13}. The deeper mantle at the base of the hillslope acts as a storage area for water [29], with higher values of the soil water pressure head, particularly at the soil-bedrock interface. The thinner soils upslope from the inflection point to the hilltop expand uphill the area of saturation to cover a larger portion of the drainage channel. Second, the collapse vectors (red arrows in bottom panel) of S_{23} at \( t = 16 \) days do not extent to the hilltop as is the case for sample S_{13} but remain confined to a small area of the soil mantle closest to the underlying bedrock. This finding is best understood by considering more closely the pressure head distributions and flow patterns within the slope interior and failure zone.

The differences in the extent of saturated area of samples S_{13} (squares) and S_{23} (circles) are illustrated in Fig. 12, which presents traceplots of the fraction (expressed as percentage, \( \% \)) of saturated nodes at the soil-bedrock interface (solid symbols) and at the soil surface (open symbols) during the 22-day study period. The simulated traces confirm our findings of Fig. 11 in that sample S_{23} exhibited the largest fraction of saturated nodes at the soil-bedrock interface as a consequence of its relatively low saturated conductivity and thin soil mantle in the upper part of the hillslope. The low saturated conductivity of the soil mantle of S_{23} has important consequences since it slows down the vertical infiltration of rainwater, thereby leading to saturated conditions of a significant fraction of the surface nodes during intense storm events. In the days after each storm event, the saturated surface nodes of S_{23} dry slowly as water moves to deeper nodes within the soil mantle. In comparison, far fewer (surface) nodes of sample S_{13} achieved saturated conditions during the course of our 22-day rainfall record due to the higher saturated conductivity of the soil mantle.

We next investigated in more detail the pressure head values within the failure zone of our hillslope. The failure zone may migrate as a result of the variable moisture state of the soil mantle. We used the velocity vectors of Fig. 11 (bottom two panels) to delineate the FE nodes of the evolving failure zones of samples S_{13} and S_{23}. Fig. 13 shows a plot of their mean pressure head, \( \frac{\overline{\tau}}{\overline{h}} \), during the 22-day rainfall recorded, marked by open squares (S_{13}) and solid circles (S_{23}) symbols. The simulated trajectories provide further insight into the impact of the soil hydraulic properties (notably the saturated conductivity) and bedrock surface topography on slope stability. The trajectories of the two samples differ substantially, yet demonstrate the steadily increasing amounts of water being stored in their respective failure zones. At the end of the simulation, both samples simulate positive mean pressure

![Fig. 12. Time series plot of the percentage (%) of saturated nodes at the soil-bedrock interface (solid symbols) and at the soil surface (open symbols) of transect AA’ during the 22-day experimental period for samples S_{13} (squares) and S_{23} (circles). The two realizations differ in terms of their bedrock topography and hydraulic properties of the soil mantle. The four vertical dashed blue lines match the times of the snapshots depicted previously in Fig. 11.](image)

![Fig. 13. Evolution of the mean pressure head, \( \frac{\overline{\tau}}{\overline{h}} \), in the failure zones of samples S_{13} (open squares) and S_{23} (solid circles) for transect AA’ of our hillslope. The vertical dashed blue lines signify the previously analyzed simulation times. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)](image)
heads due to the large rainfall depths of the three consecutive storm events. In general, the mean pressure head of the failure zone increases in response to rainfall infiltration during and/or immediately after a storm event, and remains constant or decreases somewhat during drier days. The first storm between days 1 and 6 of the 22-day hyetograph may have been sufficient to saturate the nodes of the failure zone of sample $S_{23}$ as illustrated by the simulated positive mean pressure heads at $t = 6$ days. The second storm event was needed to saturate the nodes of the failure zone of $S_{23}$, with the mean pressure head becoming positive for the first time at $t = 13$ days. The next 120 h after this second storm event barely changed the conditions within the failure zone of $S_{23}$ with FE nodes that continuing to be saturated as evidenced by the simulated positive pressure heads. During this same 5-day period the mean pressure head of the failure zone of $S_{13}$ decreased from positive values of about +40 cm at $t = 13$, the day after the second storm, to negative values of about −100 cm at the end of day 17. The rainfall from the third and last storm of the hyetograph between days 18 and 21 had the most impact on sample $S_{13}$ in that the mean pressure head of its failure zone that changed rapidly on day 18 from negative to positive values. The failure zone continued to be saturated during the remaining days of the 22-day record. The mean pressure head of sample $S_{13}$ was not much affected by the third storm since the nodes of its failure zone were already saturated at $t = 18$ prior to the start of this last precipitation event. Altogether, the results of the two samples demonstrate a more rapid build-up of water in the failure zone of sample $S_{23}$, with nodal pressure heads quickly attaining large positive values. As discussed before, this finding is explained by the low conductivity of the soil mantle at saturation, and thinner depths of its regolith uphill from the inflection point of the hillslope. Nevertheless, both samples simulated a saturated failure zone at the end of the 22-day hyetograph. As previously shown in Fig. 10c, samples $S_{13}$ and $S_{23}$ produced SF values that fell within its 95% ranges. In other words, the two trajectories of Fig. 13 are a plausible characterization of the pressure head values within the failure zone of the hillslope.

In summary, in this section we have used two samples with contrasting permeabilities and bedrock topographies to analyze the spatiotemporal dynamics of saturated areas within the hillside interior. The transient pore water pressures of these two samples led to different locations and mean pressure heads of the failure zone within the soil. The next section analyzes more closely how regolith depth, bedrock topography and soil hydraulic properties impact the simulated pressure heads, and thus the pore water pressures, of the soil mantle, and their control on the SF of the hillslope.

5.3. Impact of regolith depth, bedrock topography and soil hydraulic properties on hillslope stability

The simulations thus far have demonstrated that a deeper soil mantle accelerates the rapid buildup of water (unless saturated conductivity of the soil mantle is low). This finding is not surprising since deeper soils can store more water. Our simulations indeed showed that moisture content will increase most quickly in areas with a shallow bedrock surface, where a temporary water table may develop in response to antecedent rainfall. This finding is in agreement with previous literature [55,29]. Fig. 14 presents scatterplots of the relationship between the depth of the soil mantle (top panel) and the pressure head at the soil-bedrock interface at $t = 5, 12, 16$ and 19 days. The data points pertain to the case studies 1 (sample $S_{11}$, solid squares) and 3 (sample $S_{13}$, blue triangles). As listed in Table 5, these samples have the same bedrock surface ($H_1$) but different values of the hydraulic parameters. We used Pearson’s correlation coefficient, $\rho \in [-1, 1]$, to quantify the strength of the relationship between the scatter in each snapshot of Fig. 14. The stronger the correlation between the variables, the closer the value of $\rho$ is to −1 or +1. Note that each scatter plot displays the values of $\rho_1$ and $\rho_3$ for the samples of case studies 1 ($S_{11}$) and 3 ($S_{13}$), respectively. The results in the top panel of Fig. 14 confirm the presence of a negative relationship between the depth of the regolith layer and the corresponding pressure head at the soil-bedrock interface. Indeed, the larger the depth of the regolith, the lower the value of the pressure head at the bottom of the soil mantle. This is noticeable in the snapshots at all four times. The correlation between bedrock depth and the pressure head of the soil-bedrock interface increased with time for both

Fig. 14. Relationship of regolith depth (top panel) and bedrock topography (bottom panel) to changes in the pressure head ($\psi$) distribution at the soil-bedrock interface: Pearson’s correlation coefficients of samples $S_{11}$ (solid squares) and $S_{13}$ (blue triangles) illustrate different patterns of case studies 1 and 3, respectively.
samples during our 22-day study. Nevertheless, the scatter appears somewhat complicated as reflected by the banana-shaped correlation patterns. This suggests that the pressure head at the bedrock-soil interface may be controlled in part by factors other than only the depth of the overlying soil mantle.

Small depressions in the bedrock surface (concave or planar areas) are known to impact the storage, distribution, and movement of water. For example, Liang and Uchida [23] contend that subsurface saturation is governed by three variables, i.e., slope gradient, contributing area, and topographic wetness index. We tested this hypothesis by characterizing the roughness of the bedrock surface using the index proposed by [56]. The bottom panel of Fig. 14 summarizes the results of our analysis. The plots display the roughness of the bedrock topography as a function of the pressure head at the soil-bedrock interface. In general, the larger the value of the bedrock roughness, the larger the variations in bedrock topography of neighboring cells or nodes. Per definition, a flat surface will have a roughness index of zero. The four scatter plots in the bottom panel demonstrate the presence of a negative relationship between bedrock roughness and the pressure head at the soil-bedrock interface. The larger the variations in bedrock topography, the lower the pressure head values at the soil-bedrock interface. The strength of this relationship does not change much in time, with correlation coefficients that are very similar for both samples (i.e., $S_{11}$ and $S_{13}$). We conclude that the pressure head at the soil-bedrock interface is moderately affected by the shape of the underlying bedrock surface. The pressure head distribution of the soil mantle hence is not only controlled by regolith thickness but also by small-scale variability of the bedrock topography which affects water flow and redistribution.

We next analyzed how the soil hydraulic parameters $p = \{h_s, h_r, a, n, K_s\}$ control slope stability. Fig. 15 presents two-dimensional scatter plots of the relationship between the safety factor (SF) and the hydraulic parameters $h_s, h_r, a, n$, and $K_s$. Each panel also shows values of Pearson’s correlation coefficient for case studies 2 (red circles) and 3 (blue triangles). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
dimensional scatter plots of relationships between $p$ and the SF for case studies 2 (sample $S_{12}$, red circles) and 3 (sample $S_{13}$, blue triangles). Note that these case studies differ only in terms of the bedrock surface used in the simulations (Table 5). Correlation coefficients for case studies 2 ($p_2$, sample $S_{12}$) and 3 ($p_3$, sample $S_{13}$) are indicated in each plot. As shown, at $t = 5$ days, the SF was not affected by any of the soil hydraulic parameters, certainly not for case study 2, thus suggesting a lack of initial control of the hydraulic properties on slope stability. This finding is consistent with the results of Fig. 10b. The third case study ($S_{13}$) also showed a negligible correlation between the soil hydraulic parameters and the SF. Since both samples use the same hydraulic parameters of the soil mantle, the scatter of case study 3 is due to the use of a different bedrock surface. The scatter is persistent, and visible in the snapshots at all four times. As illustrated in Fig. 15, the soil hydraulic parameters, $\theta_r$ and $K_s$ are strongly correlated with SF in case study 2 and moderately correlated in the case study 3. The negative feedback between $\theta_r$ and $K_s$ was previously listed in Table 2. It seems that the SF increases for larger values of the saturated hydraulic conductivity, $K_s$, of the soil mantle. The results in Section 5.2 indicated that the less permeable soil mantle induces zones of positive pore pressures at the more steeper zones of the hillslope, thereby reducing the SF. On the other hand, the more permeable soil mantle could increase drainage to the soil-bedrock interface, and thus cause water to eventually move laterally to the drainage channel. This observation is in agreement with Lanni et al. [55]. Hence, the planar (saturated) regions of the drainage channel are less susceptible to slope failure, thus leading to a higher SF. This result also agrees with the analysis presented in Fig. 11.

Based on the findings of Figs. 14 and 15, we suggest that the uncertainty in the SF during storm events is determined by complex nonlinear interactions between regolith depth, bedrock surface topography and the permeability of the soil mantle. We next address the combined impact of bedrock depth and soil hydraulic parameter uncertainty on the probability of failure of the hillslope.

5.4. Probability of failure

Fig. 16 provides the coefficient of variation of the safety factor (CV$_{SF}$) with time for the three case studies. The coefficient of variation is a common and convenient statistical metric because it is dimensionless. The metric is given by the quotient of the standard deviation and the corresponding mean of the ensemble of safety factors, $\mu_{SF}$. As expected, our results agree well with the confidence intervals for the SF (Fig. 10). During the initial stages of the simulation, CV$_{SF}$ for case study 1 (black line in Fig. 16) was dominant, although CV$_{SF}$ values appeared rather small (around 1%). CV$_{SF}$ values for case study 3 (blue line) were in excellent agreement with their values for case study 1, whereas the second case study (red line) produced negligible values. At $t = 120$ h, CV$_{SF}$ for case study 3 quickly exceeded the other cases, and remained always higher until the end of simulation. These results confirm the importance of the combined effect of bedrock depth and soil hydraulic parameter uncertainty on probabilistic slope stability analyses. If the various sources of uncertainty are not considered simultaneously, non-conservative CV$_{SF}$ may results.

We conclude this section with Fig. 17, which displays histograms of the SF for case studies (a) 1, (b) 2, and (c) 3 derived from our Monte Carlo realizations at $t = 19$ days, a few days before the end of the 22-day simulation period. The mean SF is separately

![Fig. 16. The coefficient of variation of the safety factor (CV$_{SF}$) for the three different case studies.](image1)

![Fig. 17. Histograms of the marginal distribution of the SF at $t = 19$ days for case studies (a) 1, (b) 2, and (c) 3. The mean value of the SF is indicated separately in each histogram by the blue cross symbol. The dashed gray lines delineate the boundaries between stability and instability (SF of one). The bottom panels present the corresponding quantile-quantile plots for each case study. These plots demonstrate that the SF follows an approximately log-normal distribution. The reference one-to-one lines are shown in red.](image2)
indicated in each graph by the blue cross symbol. The vertical dashed lines in each histogram delineate stability and instability (SF values of unity). As expected, the histogram of the third case study exhibited the most dispersion in response to the combined treatment of bedrock depth and soil hydraulic parameter uncertainty (Figs. 10 and 16).

The shape of the SF distributions (Fig. 17) and the corresponding coefficient of variation (Fig. 16) provide a means for evaluating an alternative measure of safety: the probability of failure, \( P \). For a given SF distribution, the probability, \( P \), of hillslope failure is reported as \( P_t = P(SF < 1) \), i.e., \( P_t \in [0, 1] \) quantifies the probability that the soil mass will fail (collapse). By assuming the distributions shown in Fig. 17 for the SF, \( P_t \) can be estimated from the log-normal reliability index, \( \mu_{LN} \), so that \( P_t = 1 - \Phi(\mu_{LN}) \), where \( \Phi \) denotes the cumulative distribution function of the standard normal variate [57]. \( \mu_{LN} \) can be calculated as follows [14]:

\[
\mu_{LN} = \frac{\ln(\mu_{SF}/\sqrt{1 + CV_{SF}^2})}{\sqrt{1 + CV_{SF}^2}}.
\]

From Eq. [6], one can note that for a fixed \( \mu_{SF} \), the larger the value of \( CV_{SF} \), the lower the value of \( \mu_{LN} \), and the larger the probability of failure, \( P_t \).

Table 6 reports \( P_t \)-values for the three case studies at three points in time (i.e., 12, 16, and 19 days). While the mean SF (third column) was the same for all case studies, the values of \( CV_{SF} \) (fourth column) differed noticeably, which caused the values of \( P_t \) in the last column to vary between the three case studies. At \( t = 12 \) days, \( P_t \) increased an order of magnitude from \( 0.2 \times 10^{-5} \) to \( 0.4 \times 10^{-4} \) for case study 1, to \( 0.2 \times 10^{-4} \) for case study 2, and then to \( 0.2 \times 10^{-3} \) for case study 3. At \( t = 16 \) days, the \( \mu_{SF} \) values remained rather constant and the already negligible probability of failure of the hillslope has further decreased for each case study, due to smaller values of \( CV_{SF} \). Finally, at \( t = 19 \) days, the listed \( P_t \)'s demonstrate an increased instability of the hillslope, primarily in response to smaller \( \mu_{SF} \) values. Note also that Table 6 indicated the largest probability of failure for case study 3. Indeed, the values of \( P_t \) of this study always exceeded their counterparts of the other two studies. This discrepancy is orders of magnitude at \( t = 12 \) and 16 days, but smaller at 19 days. We thus conclude that the joint impact of bedrock depth and soil hydraulic uncertainty impacts significantly the probability of failure.

### 6. Discussion

The integrated hillslope water flow and numerical limit analysis methodology used herein enables explicit treatment of uncertainty in key inputs of slope stability studies of unsaturated soils. We used this Monte Carlo approach and evaluated in this paper the impact of bedrock depth uncertainty (case study 1), soil hydraulic uncertainty (case study 2), and their combined uncertainties (case study 3) on the stability of a variably-saturated hillslope in Rio de Janeiro, Brazil. We investigated in detail the marginal and joint impact of these uncertainties on distributed pressure head dynamics of the soil mantle, the mean and confidence intervals of the SF, failure mechanisms, and the probability of slope failure. Joint treatment of bedrock depth and hydraulic parameter uncertainty of the soil mantle allowed us to investigate how the balance between regolith depth, bedrock topography and parameters of the variably-saturated flow model can explain complex interactions that drive pore pressures and failure zones. One of the major strengths of our proposed method is that, instead of merely assuming a known and deterministic bedrock surface, one can propagate its uncertainty in geotechnical analysis.

The uncertainty of the bedrock surface was characterized using Bayesian analyses coupled with MCMC simulations. The results allowed us to determine more appropriate confidence limits for the SF. Moreover, having a more accurate bedrock depth map also makes it easier to characterize the impact of soil hydraulic parameters on rainfall-induced landslides. The SF confidence bounds for case study 1 (Fig. 10a) indicate a moderate sensitivity of different stratigraphic profiles when the soil-bedrock interface is predominantly unsaturated. This result is important since past studies indicated that slope failure may occur while some suction is still present in the soil mass [9]. Our simulations revealed that shallow regolith zones may increase pressure heads quickly because the travel distance for the infiltration process is short. However, high positive pore water pressures will only reduce the SF if they develop at bedrock depressions or planar surfaces. Therefore, convex bedrock shapes at the sideslope were effective to drainage and pore pressure dissipation.

The use of a multivariate normal distribution for the van Genuchten-Mualem (VGM) parameters restricts the soil mantle’s hydraulic characterization to realistic retention and unsaturated permeability functions as the Monte Carlo sampling honors, via the covariance matrix, the multidimensional correlation structure of the soil hydraulic parameters. This finding is not new and has been previously reported [18,22,54]. In practice, however, this approach has not been explored adequately in stability analyses. Our findings suggest that the multivariate normal distributions of the soil hydraulic parameters sampled in a Monte Carlo approach can lead to significant uncertainty in the SF when positive pressure heads start to develop in the soil mantle. Samples from our prior distribution with higher \( K_r \) values generally led to more drainage and contributed to the upper bound of the SF uncertainty. Samples with a smaller \( K_r \) produced patches of pressure heads beyond the drainage channel, at high-gradient bedrock surface zones, thus reducing the SF.

### Table 6

<table>
<thead>
<tr>
<th>( t ) (days)</th>
<th>Case</th>
<th>( \mu_{SF} )</th>
<th>( CV_{SF} ) (%)</th>
<th>( P_t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>1</td>
<td>1.29</td>
<td>5.50</td>
<td>( 0.2 \times 10^{-5} )</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.28</td>
<td>6.14</td>
<td>( 0.4 \times 10^{-4} )</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.29</td>
<td>7.28</td>
<td>( 0.2 \times 10^{-3} )</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>1.33</td>
<td>4.12</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.31</td>
<td>5.28</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.32</td>
<td>5.90</td>
<td>( 0.1 \times 10^{-5} )</td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>1.19</td>
<td>4.93</td>
<td>( 0.2 \times 10^{-3} )</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.18</td>
<td>4.65</td>
<td>( 0.2 \times 10^{-3} )</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.19</td>
<td>7.23</td>
<td>( 8.8 \times 10^{-4} )</td>
</tr>
</tbody>
</table>
In case study 3, the combined effect of uncertainties showed an overall increase in the variability of the SF as compared to case studies 1 and 2 (Fig. 16). The large coefficient of variation at the end of the simulations indicated that the joint uncertainty of bedrock depth and the soil hydraulic parameters produced more conservative values of $CV_{SF}$. While the mean SF was about the same for the three case studies (Table 6), the probability of failure for case study 3 was always higher than that for the other two studies. This can be attributed to the interactions between regolith depth, bedrock topography and soil hydraulic parameters as detailed in Section 5.3. These three factors determine patches of saturation that may increase pore pressure and, in turn, influence the SF values derived from NLA. Ignoring uncertainty in bedrock depth and the hydraulic properties of the soil mantle would hence result in overly optimistic, or non-conservative, estimates of the probability of failure.

Despite our efforts to address two important sources of uncertainty on probabilistic analyses of rainfall-induced landslides, some other sources of uncertainty have been conveniently ignored. For instance, some authors have pointed out that landslides are controlled by critical rainfall intensity and duration [7], anisotropic hydraulic conductivity [7,58], slope geometry [2–6], initial saturation [3,4,7], recharge from bedrock [3,58], and strength parameters [11] on landslides. These studies, however, have been restricted to simplified geometries. A large computational burden would be required to analyze all of these variables within a transient three-dimensional framework as proposed herein. In this paper we assumed that soil properties are homogeneous and isotropic and that bedrock is impermeable. This simplification is particularly convenient for large hillslopes for which characterization of subsurface heterogeneity and anisotropy is quite difficult, if not impossible. However, flow through the soil-bedrock interface [3,23,27], rainfall intensity, duration and frequency [7], as well soil macro-permeability [9], if available, should be considered. As shown in this study, the treatment of uncertainty in the bedrock surface is paramount in stochastic modeling of landslides, but other sources of error could be equally important.

7. Summary and conclusions

In this paper we presented a stochastic framework to investigate the role of uncertainty in the bedrock surface and hydraulic properties on the geotechnical stability of a variably-saturated, soil-mantled hillslope. This framework couples Monte Carlo simulation of a three-dimensional finite element water flow model of the bedrock-soil domain with numerical limit analysis to compute confidence intervals of the hillslope's safety factor (SF) during some historical period of rainfall events.

Three case studies were used to illustrate our methodology with a regolith depth model of a natural unsaturated hillslope in Rio de Janeiro, Brazil. Our depth-to-bedrock model predicted accurately the depth-to-bedrock interface [3,23,27], rainfall intensity, duration and frequency [7], as well soil macro-permeability [9], if available, should be considered. As shown in this study, the treatment of uncertainty in the bedrock surface is paramount in stochastic modeling of landslides, but other sources of error could be equally important.
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Appendix A. Numerical limit analysis

We use numerical limit analysis (NLA) to calculate the SF of the variably-saturated hillslope. This Appendix A provides a brief summary of the NLA method as described by Camargo et al. [38]. We refer interested readers to this publication for further details.

A1. Yield criterion

In this study we used the Drucker-Prager failure criterion [59,60] as the yield condition. The Drucker-Prager model uses two stress tensor invariants and two material properties. Because we assume plane strain conditions, the material properties can be directly related to the strength parameters of Mohr-Coulomb [38], which are the effective cohesion, $c'$, and the friction angle, $\phi'$. The shear strength in variably-saturated soils also depends on the soil suction, which affects $c'$. We therefore adopt the extended Mohr-Coulomb criterion [61], and make use of the effective stress principle to delineate two independent stress state variables, namely the net normal stress, $\sigma - u_h$, and the suction, $u_a - u_w$ as follows

$$
\tau = c' + (u_a - u_w)\tan \phi' + (\sigma - u_h)\tan \phi',
$$

(A.1)

where $u_a$ (MT$^{-2}$L$^{-1}$) and $u_w$ (MT$^{-2}$L$^{-1}$) signify the air pressure in the voids and the pore water pressure, respectively. $\phi'$ ($\gamma$) is a proxy (called angle) for the rate of change in matric suction, while $\sigma$ (MT$^{-2}$L$^{-1}$) represents the total stress. The first two terms at the right-hand-side of Eq. (A.1) measure the combined effects of soil cohesion and soil suction on the shear strength. The sum of these
two terms is equivalent to the apparent cohesion, $c_{ap}$. The parameters $c_{ap}$ and $\phi'$ are thus related to the Drucker-Prager soil material.

### A.2. Optimization problem

The collapse factor, $\lambda$, was evaluated by imposing on the statically admissible stress field, $\sigma' = \{\sigma_{xx}, \sigma_{yy}, \sigma_{zz}, \tau_{xy}, \tau_{xz}, \tau_{yz}\}$, of dimension $1 \times 6$ (where $T$ denotes transpose), constraints of equilibrium throughout the hillside domain and the yield criterion of Drucker-Prager. This is equivalent to the following deterministic and convex optimization problem

\[
\begin{align*}
\text{maximize} & \quad \lambda, \\
\text{subject to} & \quad G \cdot \sigma - \lambda f \\ & \quad g(\sigma') \leq 0, \quad i = 1, \ldots, N_e \\
& \quad \text{yield criterion,}
\end{align*}
\]

(A.2)

where $G$ denotes the $3N_e \times 6N_e$ equilibrium matrix of the $N_e$ nodes and $N_e$ elements of the finite-element mesh of the hillside, $f$ is the $3N_e \times 1$ vector of body forces associated with the weight of the soil material at each element of the mesh, and $g(\sigma')$ signifies the yield condition.

The convexity of the collapse load optimization problem of Eq. (A.2) can be exploited using second-order cone programming [49,51]. In this approach, the $6N_e \times 1$ vector $\sigma$ is transformed linearly into an auxiliary vector, $\rho$, composed of stresses in a conic quadratic space [51]

\[
\rho = D \cdot \sigma + d, \quad \rho \in \mathbb{K}.
\]

(A.3)

where the matrix $D$ and the vector $d$ store the coefficients of the Drucker-Prager yield criterion. For each element of the mesh, $D_i'$ is a $6 \times 6$ matrix, while vector $d_i'$ has dimensions $6 \times 1$. In a conic quadratic form, the collapse factor optimization problem now reads

\[
\begin{align*}
\text{maximize} & \quad \lambda, \\
\text{subject to} & \quad G \cdot D^{-1} \cdot (\rho - D_i^{-1} d_i) = f + \lambda f_h, \\
& \quad \rho_i' \in \mathbb{K}, \quad i = 1, \ldots, N_e,
\end{align*}
\]

(A.4)

where the $3N_e \times 1$ vector $f_h$ stores the external nodal forces acting on the soil mass of the hillside, (net effect of horizontal and fictitious body forces), and where each auxiliary (elementary) vector, $\rho_i'$, is restricted to the conic quadratic set, $\mathbb{K}$. We solved numerically for the collapse factor in Eq. (A.4) using the MOSEK optimization toolbox in MATLAB [62]. This toolbox gives users access to a large array of powerful optimization methods for solving a wide range of minimization problems, including second-order conic quadratic problems. A particularly strong point of MOSEK is its state-of-the-art interior-point optimizer, which allows for rapid solutions of high-dimensional continuous linear, quadratic and conic optimization problems. Note that it is numerically convenient to use $f_h$ in the equilibrium condition as this simplifies considerably our calculations of the SF. Please refer to [38] for a detailed description of the NLA method used in our study.

### A.3. Boundary conditions

Once the collapse load optimization problem has been defined mathematically, one still has to define the boundary conditions of the hillside being studied. The boundary conditions appear in the equilibrium matrix, $G$, and the vectors $f$ and $f_h$ for the bedrock, lateral, downslope, and upslope faces, respectively. As detailed in Fig. 2b, we used zero velocities in the $u$, $v$ and $w$ directions.

### A.4. Safety factor (SF)

A shear strength reduction technique was used to compute the SF of the hillside during our 22-day rainfall record. This method decreases iteratively the values of the strength parameters, $c_{ap}$ and $\phi'$, via a reduction factor until the collapse factor, $\lambda$, approaches zero. We invoked Newton's method to solve for the root of the reduction factor at many different simulation times [38]. This resulted in a 22-day SF record of the variably-saturated hillside. To maximize search efficiency of Newton's method, we initialized the reduction factor with the root (its optimized solution) of the previous simulation time.

### Appendix B. Characterization of bedrock topographic uncertainty

Depth to bedrock is a key variable in slope stability studies but difficult to measure directly in practice as hillslope interiors are poorly accessible. Instead, we generated many different plausible realizations of the bedrock surface using the calibrated depth-to-bedrock (DTB) model of [33]. The approach we describe below accounts explicitly for DTB parameters and model uncertainty, and delivers on the promise of [33] that "The posterior prediction uncertainty of the DTB model can be propagated forward through hydromechanical models to derive probabilistic estimates of factors of safety." Indeed, one can treat depth to bedrock as a probabilistic variable and use Monte Carlo simulation with many different bedrock topographies to quantify uncertainty in the estimates of slope stability.

To clarify our approach, we write the DTB model, $F(\cdot)$ as a simple nonlinear regression function

\[
H = F(\delta)
\]

which returns a $K \times L$ matrix of simulated bedrock depths, $H$, for parameter values, $\delta = \{\delta_1, \ldots, \delta_q\}$. The $K$ rows and $L$ columns signify different dimensions of $H$, i.e., the $x$ and $y$ coordinates of the hillside. We can now estimate the values of the $d$ parameters of the regression function via Bayesian inference with the DREAM algorithm [36,37]. This results in a large sample of $M$ parameter vectors, also called posterior solutions, whose simulated bedrock surfaces best explain $N$ distributed measurements of the bedrock depth. These posterior parameter vectors are stored in a $M \times d$ matrix, $\Delta = \{\delta_1, \ldots, \delta_q\}$, and their corresponding matrices of the bedrock depth in a three-dimensional array, $h$, of size $K \times L \times M$, and thus $h = [H_1, \ldots, H_M]$. The third dimension of $h$ now stores the $M$ different posterior maps of the bedrock surface. The expectation, $E(h)$, of these $M$ realizations equates to the posterior mean bedrock depth map simulated by the DTB model. Confidence intervals of these mean map are easily constructed from the different posterior realizations, by sorting from low to high and for each entry of the model output matrix the $M$ simulated bedrock depths. The indexes $0.25M$ and $0.975M$ of each sorted vector constitute the 95% prediction ranges of the DTB model due to parameter uncertainty. One can derive the total prediction uncertainty of the DTB model by adding to each entry of $h$ a random draw from the model error distribution. This procedure is outlined in the main text. Fig. B.1 displays the mean bedrock depth (red line) and its associated 95% predictions intervals (blue lines) for cross section AA' of the hillside using $M = 100$ (solid lines), $M = 200$ (dashed lines) and $M = 1000$ (dotted lines) posterior realizations. The surface topography is indicated separately by the solid black line. The posterior mean bedrock surface and its confidence intervals appear only minimally affected by the choice of $M$. To minimize the computational requirements of the Monte Carlo framework, we therefore did set $M$ at 100.
Fig. B.1. Two-dimensional plot of the posterior mean bedrock topography (red line) and the 95% confidence intervals due to DTB model and parameter uncertainty (blue lines) of transect AA of the hillside using $M = 100$ (solid lines), $M = 200$ (dashed lines) and $M = 1000$ (dotted lines) posterior solutions. The solid black line depicts the surface topography. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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