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Coupling physical and geochemical processes within one integrated numerical simulator provides a process-based tool for investigating the mobility of contaminants as affected by changing hydrologic regimes and geochemical conditions. We review interactions between physical and biogeochemical processes in the vadose zone, and then present a case study demonstrating these complex interactions. A hypothetical application is presented of the HP1 multicomponent transport simulator to predict the transport of two major elements (Ca and P) and one trace element (U) applied annually for 200 yr to a field soil in the form of an inorganic P fertilizer. Interactions of Ca, P, and U with the solid phase are described using cation exchange and surface complexation reactions. Simulations assuming steady-state or transient flow conditions were analyzed in terms of temporal variations of the linear distribution coefficient, $K_d$, which depends strongly on pH and the composition of the aqueous phase. If the composition of the aqueous phase is constant, adsorption of Ca and U increases with increasing pH. Due to the annual addition of Ca, P, and U, and competition between P and U for sorption sites, the $K_d$ of these elements decreased with time near the soil surface. Deeper in the soil, the $K_d$ of U followed the pH increase because of a lack of competition from P. Because of the combined effects of changing hydrologic and geochemical conditions, the Ca and U distribution coefficients and solute fluxes during the transient simulation exhibited large short-time variations of up to three orders of magnitude.

FIELD SOILS are complex three-dimensional heterogeneous systems involving the transport, redistribution, and transformation of multiple components in different phases under nonisothermal conditions. The various transformations are to a large extent initiated, directed, and catalyzed by (micro)biological agents. The transport of components is not limited to only chemical elements such as major cations and anions, heavy metals, radionuclides, or organic pollutants, but often also involves organic and inorganic colloids and microorganisms. Vegetation further interacts with the soil, mainly through its roots, which extract water and nutrients from the soil. Roots at the same time release various organic ligands to mobilize nutrients and alter geochemical conditions near the root–soil interface (e.g., Seuntjens et al., 2005; Calba et al., 2004; Geelhoed et al., 1999).

An integrated approach is necessary for understanding and unraveling the complex interplay of different soil processes.

Integration of all pertinent processes into a numerical transport modeling tool is indispensable for evaluating the various coupled effects involved (e.g., Mayer et al., 2002; Metz et al., 2002; Davis et al., 2004b; Lichtner et al., 2004; Appelo and Postma, 2005; Nützmann et al., 2005; Nuclear Regulatory Commission, 2006; Carrillo-González et al., 2006). Steefel et al. (2005) briefly discussed some historical steps in the development of such tools. Many reactive transport codes of different levels of complexity have been developed during the last few decades for saturated porous media (e.g., van der Lee and De Windt, 2001). More recently, similar codes started to consider also flow and transport in the unsaturated zone. Examples are 3DHYDROGEOCHEM (Yeh and Cheng, 1999), CORE2D (Samper et al., 2000), MIN3P (Mayer et al., 2002), Pollutrans (Kuechler and Noack, 2002), UNSATCHEM-2D (Šimůnek and Suarez, 1994), RETRASO (Saaltink et al., 2004), HYDRUS-1D (Šimůnek et al., 2005), and HP1 (Jacques et al., 2006b). Thus far, most applications of these multicomponent transport models to both saturated and unsaturated conditions have been limited to steady-state flow scenarios.

Transient flow in soils can substantially affect geochemical conditions for both equilibrium and kinetic reactions. Experimental evidence shows that alternations in infiltration (due to precipitation and irrigation) and evaporation periods, or changes in temperature, can strongly influence geochemical conditions near the soil surface. Such effects have been demonstrated during experimental cycles in laboratory setups (e.g., Öztürk and Özkân, 2004), seasonal variations in the field (e.g., Berner et al., 1998), and for artificial recharge of groundwa-
ter (Greskowiak et al., 2005). The interaction of discharging groundwater and shallow groundwater dynamics with temporal variations in atmospheric conditions also affects the soil water composition (e.g., de Mars et al., 1997; de Mars and Garristen, 1997; Joris, 2005). Slattery and Ronnfeldt (1992) showed that seasonal variations in pH were partly related to ionic strength. Gonçalves et al. (2006) reported an experimental study to quantify salinization and alkalinization risks in lysimeters exposed to natural atmospheric conditions (rainfall and evapotranspiration) and manually irrigated with waters of different quality. Overall salinity and Na concentrations changed significantly during the year. Sodium concentrations near the soil surface peaked during dry periods after irrigation events, but subsequently decreased again to initial values during rainfall periods. The experimental data were successfully simulated using HYDRUS-1D, which couples an ion chemistry module with a water flow and solute transport model.

A similar behavior for Na was found by Jacques et al. (2008) in a hypothetical simulation of the 30-yr migration of heavy metals under atmospheric conditions. During periods with a precipitation deficit (i.e., when potential evaporation is larger than precipitation), the pH near the soil decreased at the same time as the water content. The pH decrease was caused by increased ionic strength (i.e., higher concentrations) and the accumulation of anions such as Cl− near the soil surface due to upward flow. In addition, the total amount of Cd in soil water also increased during the summer due to (i) increased competition of monovalent cations for the exchange sites (especially with Na, which is a more mobile element than K and thus accumulates near the soil surface during upward flow), and (ii) increased aqueous complexation of Cd and Cl.

Water content variations also influence the rate of kinetic reactions due to their effects on the wetted reactive area. The reactive surface area is a critical parameter affecting the rate of mineral dissolution. It is not straightforward to link reactive surface area to experimentally (e.g., BET mineral surface areas) or geometrically determined values. Brantley (2003) reported several reasons for this discrepancy: (i) the difference in reactivity of different surface sites (e.g., edge vs. basal plane sites for phyllosilicates); (ii) aging effects; (iii) the occurrence of deep etch cavities inducing transport-limited microenvironments for dissolution; and (iv) coatings of natural mineral surfaces with organic matter, Fe, Al, and Si. The critical parameter during transient unsaturated flow is the specific solid–water interfacial area, which varies as a function of the water content. In a theoretical study, Saripalli et al. (2006) showed that the interfacial area changed only slightly near saturation since the larger pores entail only a small percentage of the interfacial area, whereas a much stronger decrease in interfacial area occurs under dry conditions. Simulations for steady-state flow conditions involving different degrees of saturation illustrated that changing interfacial areas can have an important effect on solute fluxes. This effect of the degree of saturation was recently illustrated by Kuechler and Noack (2007) for pyrite–calcite dissolution during unsaturated flow. Only 5% of the batch-measured reactive surface area for pyrite was required to describe unsaturated column experiments at a degree of water saturation of 11%.

These examples illustrate the important effects transient water flow can have on multicomponent solute transport. Our main objective is to further demonstrate these types of interactions between transient flow and biochemical processes in soils. We first discuss various feedbacks between transient flow and other processes, and then present a hypothetical example involving the migration of several chemical species during a 200-yr time period. The governing vadose zone flow and chemical equations of the coupled HP1 multicomponent reactive transport code (Jacques and Šimůnek, 2005) are given next. Our focus is especially on nonlinear feedbacks between different processes relevant for soil systems. Then we show the important effects of the upper boundary condition (steady-state vs. transient flow) on the long-term migration of the main constituents (Ca and P) and a trace element (U) of an inorganic P fertilizer applied annually for 200 yr to a soil profile. The example demonstrates how transient water contents and fluxes affect soil pH, and hence the retention, bioavailability, and fluxes of various solute components.

Coupled Reactive Transport in the Vadose Zone

We will focus on interactions between various processes in the vadose zone by defining the governing equations (see also Steefel et al., 2005). Without attempting to be complete, selected feedbacks between processes important for unsaturated flow and transport problems will be discussed here. As a guide, we will outline the equations used in the HP1 multicomponent reactive transport simulator. This simulator couples two previously independent codes into one comprehensive tool. These are the HYDRUS-1D flow and transport model (Šimůnek et al., 2005) and the PHREEQC-2 biogeochemical model (Parkhurst and Appelo, 1999). More information about HP1, including the code itself, can be found at www.sckcen.be/lhp1 (verified 18 Apr. 2008).

Processes and Reactions

Physical transport is described using the conservation equations for momentum, fluid mass, solute mass, and energy. Typically for soils and other porous materials, momentum conservation is described with the Darcy–Buckingham equation in combination with the conservation equation for water to yield the Richards equation as given by Eq. [1.1] in Table 1 (symbols are defined in the Appendix). We assume that the gas phase is continuous and at atmospheric pressure, which simplifies the description of fluid flow from a multiphase to a single-phase flow problem. To solve the Richards equation, the soil water content, ϑ [L^3 L^{-3}], as a function of the soil water pressure head, h [L], and the unsaturated hydraulic conductivity, K [L T^{-1}], as a function of ϑ or h must be defined (e.g., Brooks and Corey, 1966; van Genuchten, 1980). The Richards equation describes uniform water flow in soils, but not any preferential or nonequilibrium flow. Alternative formulations for such conditions include various dual-porosity or dual-permeability models (see Šimůnek et al., 2003; Köhne et al., unpublished data, 2008; Šimůnek and van Genuchten, 2008).

When neglecting water vapor diffusion, the one-dimensional heat transport equation takes the form of Eq. [1.2] in Table 1. The volumetric heat capacity and thermal conductivity depend on various soil constituents (Campbell, 1985; Šimůnek et al., 2005), including the soil water content. Heat and water are also simultaneously transported as water vapor, which provides strong coupling between soil water and heat dynamics (e.g., Saito et al., 2006). The latter process is not included in HP1.
The conservation of solute mass combined with Fick's law of diffusion results in the advection–dispersion equation as given by Eq. [1.3] in Table 1. This equation is not only applicable to dissolved chemical elements, but also to colloids (e.g., van Genuchten and Šimůnek, 2004; DeNovio et al., 2004; Šimůnek et al., 2006) and microorganisms (e.g., Taylor and Jaffé, 1990; Jin et al., 2002; Rockhold et al., 2004, 2005; Gargiulo et al., 2007). Note that Eq. [1.3] in Table 1 is expressed in terms of the total concentration \( C \) [mol L\(^{-1}\)] of a given component \( j \):

\[
C_j = c_j + \sum_{i=1}^{Nk} v_{ji} c_i
\]  

where \( c_j \) is the concentration of the \( j \)th component, \( c_i \) is the concentration of the \( i \)th secondary species, \( v_{ji} \) is the stoichiometric coefficient of the \( j \)th component in the reaction equation for the \( i \)th secondary species, and \( N_k \) is the number of secondary species. Equation [1.3] is based on the assumption that diffusion coefficients of all species are equal (see also Lichtner, 1996; Mayer, 1999). The \( R_{ij} \) term in Eq. [1.3] represents sources–sinks for components in the aqueous phase, accounting for various heterogeneous equilibrium and kinetic reactions and homogeneous kinetic reactions. Depending on the type of component, different reactions and processes will be involved.

Heterogeneous reactions involve chemical elements in other than the liquid phase and include adsorption reactions described...
by adsorption isotherms (linear, Freundlich, or Langmuir isotherms), cation exchange (e.g., Voegelin et al., 2001; Bruggenwirt and Kamphorst, 1982), or surface complexation reactions (e.g., see Goldberg et al. [2007] for a review of soil systems), mineral dissolution–precipitation, and gas dissolution–exsolution. Except for adsorption reactions described by isotherms, the other three types of reactions, together with aqueous speciation, account for multicomponent interactions. Their equilibrium state is determined by mass-action laws such as given by Eq. [1.4–1.7] in Table 1. See Molen and Hering (1993), Langmuir (1997), and Appelo and Postma (2005) for background on activities, exchange conventions, and surface complexation models. Heterogeneous equilibrium is obtained by inserting the number of moles of the species (derived from the mass-action equations) into the mole- and charge-balance equations. Heterogeneous reactions can also be treated kinetically (e.g., Dang et al., 1994; Tebe- Stevens et al., 1998).

Kinetic homogeneous reactions are reactions that occur solely in the liquid phase and include radioactive decay, biologically mediated degradation, and solute uptake by roots (Barber, 1995; Tinker and Nye, 2000; Hopmans and Bristow, 2002; Nowack et al., 2006). Examples of complex kinetic rate equations are mineral dissolution and precipitation rates based on transition-state theory (e.g., Lasaga, 1995; Mayer et al., 2002), Monod-type rate equations (e.g., Schäfer et al., 1998; Salvage and Yeh, 1998), and biofilm models (e.g., Cunningham and Mendoza-Sanchez, 2006) for biodegradation and microbial growth such as those given by Eq. [1.8–1.10] in Table 1.

Additional heterogeneous reactions may occur for colloids and microorganisms, such as attachment–detachment processes at the solid phase, straining, filtration, partitioning of colloids to the air–water interface, and size exclusion (e.g., Wan and Tokunaga, 1997, 2002; Bradford et al., 2003, 2006; Šimůnek et al., 2006; Gargiulo et al., 2007). Biomass production and decay are other important processes that need to be taken into account when predicting the fate of microorganisms in soil systems.

Feedback

The heat transport equation (Eq. [1.2]) is coupled to the Richards equation (Eq. [1.1]) through the effects of the fluid flux on heat advection and the apparent thermal conductivity. Conversely, temperature affects surface tension, viscosity, and fluid density and, consequently, the soil hydraulic properties (e.g., Zhang et al., 2003).

Integrating the water flow and advection–dispersion equations into one numerical tool allows one to account for the effects of water flow on solute fate and transport. Solute advection and hydrodynamic dispersion are directly influenced by water fluxes, while many chemical and biological reactions depend strongly on water contents. Water contents also indirectly influence soil O$_3$ and CO$_2$ concentrations, which have a direct effect on pH and consequently on many chemical and biological reactions and processes. Although CO$_2$ transport and production processes are considered in HYDRUS-1D, they have not yet been incorporated into HP1. Solute concentrations affect the density of the liquid phase and can also influence root water uptake due to salinity stress (van Genuchten, 1987; Hopmans and Bristow, 2002). Soil temperatures may be affected by heat produced or consumed during various geochemical and biological reactions. The reverse feedback (i.e., the effect of temperature on solute transport and reactions) is, however, much more important. Solute transport and reactions additionally are strongly affected by the temperature dependence of the diffusion coefficient and by thermodynamic constants and reaction rates.

How and what processes are incorporated into the reaction term may have a considerable effect on the predicted mobility of various components. Many unsaturated flow and transport models coupling water flow and solute and heat transport incorporate reaction terms for single components to account for such reactions as equilibrium or nonequilibrium sorption by using linear, Freundlich, or Langmuir isotherms and first- or zero-order kinetics. In these types of models, the concentration of one element has no effect on the fate of other elements except when considering a sequential decay reaction. By including interactions between different components, one can calculate aqueous speciation, competitive adsorption described by cation exchange or surface complexation reactions, or complex kinetic reactions (see Table 1). Aqueous speciation can enhance the apparent solubility, adsorption potential, and mobility of some of the elements due to cation–ligand complexation. Examples of such complexation reactions are U complexes (Waite et al., 1994; McKinley et al., 1995; Morrison et al., 1995; Lenhart and Honeyman, 1999; Lenhart et al., 2000; Barnett et al., 2002) or the formation of soluble Al– or Fe–organic matter complexes (Jansen et al., 2002; Carrillo-González et al., 2006). As discussed above, variably saturated flow affects many geochemical variables (e.g., pH, concentrations) that consequently influence geochemical equilibrium. A linear equilibrium single-component adsorption model in which the solute distribution between the liquid and solid phases is described using the distribution coefficient, $K_d$, leads to completely different concentration patterns than those predicted using a competitive cation exchange model (e.g., Gonçalves et al., 2006) or a surface-complexation model (Zhu, 2003). This is due to the inability of the $K_d$ approach to account for spatial and temporal variations in the soil water chemistry and water contents. These variations lead to changes in the ratio between exchanger and fluid content and consequently affect competition between cations for the exchange complex (Steefel et al., 2005).

An important feedback of geochemical reactions on transport processes is the effect of mineral dissolution and precipitation on not only the overall porosity of the system, but also on the pore-size distribution. This feedback affects all transport-related soil properties. These properties or parameters can be updated in various ways. For example, diffusion coefficients can be evaluated using Archie’s law by introducing a cementation factor (Soler and Lasaga, 1998; van der Lee et al., 2003), while saturated hydraulic conductivities can be modified using macroscopic or grain-scale models (e.g., Le Gallo et al., 1998), and the unsaturated hydraulic properties using various physical models (Freedman et al., 2004) or pedotransfer functions (Finke, 2006).

In addition to geochemical reactions, microbial colonization and microbially produced compounds can also significantly impact the hydraulic regime. Microbial processes, for example, may lower the capillary fringe or induce locally dry zones (Yarwood et al., 2006). Microbial processes can affect not only the physical properties of a porous medium by clogging pores, producing capsules, or generating gases, but also the air–liquid interfacial tension or the solid–liquid contact angle due to the production of surface-
active compounds (Yarwood et al., 2006). Rockhold et al. (2002) modeled such changes by using pressure head scaling factors. Several of the processes and feedbacks discussed here (notably the effects of chemical precipitation–dissolution and microbial growth on porosity and pore size distribution and CO₂ transport and production) are not yet included into the current version of the HP1 simulator (Jacques and Šimůnek, 2005).

Case Study: Uranium Leaching from Soils Following Long-Term Mineral Phosphorus Fertilization

Background

Common inorganic phosphate fertilizers such as triple superphosphate, single superphosphate, monoammonium phosphate, and diammonium phosphate are produced from apatite, Ca₅(PO₄)₃(OH,F,Cl). Both PO₄²⁻ and Ca during production are replaced by other elements such as radionuclides from the ²³⁸U and ²³²Th decay series (mainly ²²⁶Ra and ²¹⁰Pb) and rare earth elements originating from the original raw material (Saueia and Mazzilli, 2006). Phosphoric acid and the byproduct phosphogypsum are produced using H₂SO₄ according to the following reaction:

$$Ca_{10}F_2(PO_4)_6 + 10 H_2SO_4 + 10 H_2O \rightarrow 10 CaSO_4 \cdot 2H_2O + 6 H_3PO_4 + 2 HF$$ \[2\]

Phosphogypsum (a calcium sulfate dihydrate) is often enriched with ²²⁶Ra because of its chemical similarity to Ca (Papastefanou et al., 2006, Santos et al., 2006). Phosphoric acid produced during the phosphate production process reacts with phosphate rocks to yield monocalcium phosphate or triple superphosphate, with overall reactions as follows (Saueia and Mazzilli, 2006):

$$Ca_{10}F_2(PO_4)_6 + 7 H_2SO_4 + 6.5 H_2O \rightarrow 3 Ca(H_2PO_4)_2 \cdot H_2O + 7 CaSO_4 \cdot 0.5H_2O + 2 HF$$ \[3\]

$$Ca_{10}F_2(PO_4)_6 + 10 H_3PO_4 + 10 H_2O \rightarrow 10 Ca(H_2PO_4)_2 \cdot H_2O + 2 HF$$ \[4\]

Compared with phosphate rock, the mineral P fertilizers are enriched in U since U remains in the liquid phase together with H₃PO₄ during the acidification of the phosphate rock. The U concentration of the P fertilizer is related to the amount of the phosphate in the fertilizer (Barišić et al., 1992). Uranium concentrations in P-bearing fertilizers have been reported to be in the range of 300 to 3000 Bq kg⁻¹ of fertilizer (European Commission, 1999), or 1700 to 9200 Bq kg⁻¹ of fertilizer for both ²³⁸U and ²³⁴U (Cogné, 1993).

The environmental and radiological impacts of the application of inorganic P fertilizers are, in general, relatively modest. Spalding and Sackett (1972) attributed the increase of U in North American rivers to applications of large amounts of P fertilizers to agricultural lands. Rothbaum et al. (1979) found that most U originating from applied superphosphate was retained within the plow layer of arable soils or in the organic surface layers under grassland. Barišić et al. (1992) concluded that >20% of the annually deposited U by fertilizers is transported to drainage channels in the Kanovci area of the Republic of Croatia. Their data indicated that high U concentrations in surface waters and shallow groundwater were caused by phosphate fertilizer applications. On the other hand, Zielinski et al. (1997) found that leaching of U from inorganic P fertilizers contributed much less to high U concentrations in drainage water than natural or irrigation-enhanced leaching from soils. The radiological impact expressed as dose is also quite limited (Saueia and Mazzilli, 2006).

Zielinski et al. (1997) pointed out that the mobility and the nature of P and U fixation and precipitation depend on soil conditions, such as pH, moisture, mineralogy, and texture. Guzman et al. (2002) provided a number of processes controlling U mobility. The list included sorption on solid surfaces, formation of complexes with Ca, PO₄²⁻, and CO₃²⁻, and (co-)precipitation of U–P, Ca–U, Al–P, or Fe–P (acid soils) or Ca–P (alkaline soils) minerals (see also Zielinski et al., 1997; Brady, 1990).

To model the subsurface transport of U, either naturally occurring in soils or applied with mineral fertilizers, the interaction of U with other elements and the solid phase needs to be considered. The amount of U adsorption to the solid phase depends on the specific composition of both the solid phase (e.g., clay minerals, Fe and Al oxides, and organic matter) and the aqueous phase (e.g., pH, complexing agents such as Cl⁻, SO₄²⁻, PO₄²⁻, or the presence of competing cations for cation exchange or surface complexation). The amount of Fe oxides in the soil strongly affects the pH dependence of U sorption (Barnett et al., 2000). Changing chemical conditions significantly influences the mobility of U in soils and sediments (Kohler et al., 1996). Here we use HP1 to obtain insight into the complex system of interacting geochemical processes that govern Ca, P, and U mobility in the soil when an inorganic P fertilizer is applied annually. Our study is an update of preliminary calculations by Jacques et al. (2006a). We focus especially on the effects of the imposed upper boundary condition (constant vs. transient atmospheric boundary conditions) on the migration of U in an undisturbed acid soil profile. The analysis of migration of Ca, P, and U is performed in terms of temporal variations in the distribution coefficient K₈ to illustrate the limitation of such an empirical approach, which was illustrated in previous studies by Bethke and Brady (2000), among others.

Problem Definition

Phosphorus fertilizers are often applied annually to agricultural fields, partly in inorganic form. In Flanders (northern Belgium), the amount of applied P that originates from mineral fertilizers decreased from 13.9 × 10⁶ kg P in 1990 to 2.38 × 10⁶ kg P in 2003 (MIRA Team, 2004). To simulate the long-term migration of P and U through the soil, the following assumptions were made: (i) an average P fertilization of 1 g P m⁻² (or 6.35 × 10⁶ kg P for all of Flanders) is applied each year on 1 May in the form of Ca(H₂PO₄)₂ and (ii) 1 kg of Ca(H₂PO₄)₂ contains 10⁻³ mol of U. Based on a specific activity 2.96 × 10⁶ Bq mol⁻¹ U, 2960 Bq of alpha activity exclusively due to ²³⁸U is present in 1 kg of Ca(H₂PO₄)₂. Thus, a fertilization of 1 g P m⁻² corresponds to 1.61 × 10⁻² mol of Ca(H₂PO₄)₂ containing 3.77 × 10⁻⁶ mol of U.

The soil profile studied here is a dry Spodosol located at the “Kattenbos” site (Lommel, Belgium) consisting of seven soil
horizons in the top 1 m. The soil has a typical leached E horizon between 7 and 19 cm below the surface and enriched (in organic matter and Fe oxides) Bh horizons between 19 and 28 cm. We note that the top horizons are not typical for an agricultural soil, but rather reflect an undisturbed profile covered by natural vegetation (i.e., heather). The profile was selected for our modeling purposes because it was well characterized in terms of physical and geochemical properties. Table 2 gives the locations of the different soil horizons and their soil hydraulic parameters as determined on undisturbed soil samples of 100 cm³ (Seuntjens, 2000; Seuntjens et al., 2001a).

Our conceptual chemical model considers the transport of the following 14 components: the elements C, Ca, Cl, F, Mg, N(V), Na, P, S(VI), and U(VI), H₂O, O (not included in water), H (not included in water), and the charge of the soil solution. Normally a solution is always charge balanced; however, in a model that includes surface reactions without compensating the surface charge in the diffuse double layer, both the aqueous phase and the solid surface will have a charge of opposite sign. The total system must still be charge balanced.

Three types of geochemical equilibrium reactions were taken into account: (i) aqueous speciation reactions; (ii) cation exchange reactions on organic matter; and (iii) surface complexation reactions on Fe oxides. The thermodynamic data for the aqueous species were taken from the WATEQ4F database (Ball and Nordstrom, 1991), complemented with data for U from Langmuir (1997).

The cation exchange complex was assumed to be associated solely with organic matter. Organic matter typically consists of an assemblage of different functional groups and types of adsorption sites. A multisite cation exchange complex allows simulations of the acid–base properties of the organic matter and the corresponding increase in the cation exchange capacity with increasing pH (e.g., Appelo et al., 1998). Appelo et al. (1998) included proton exchange on a multisite cation exchange complex to mimic the presence of different functional groups. Six cation exchangers were assumed to be present, each with a different ᵉ value for the half reaction for H⁺:

\[
Y_i^+ + H^+ = H Y_i
\]

where \(Y_i\) is a cation exchange site (\(i = a, b, c, d, e, f\)). Table 3 gives the \(K^e\) values for the multisite exchange complex. Depending on the pH, some sites are deprotonated such that cations can adsorb. Other sites, however, will remain protonated and are thus not available for cation exchange. Besides H⁺, five cation species (\(Na^+\), \(K^+\), \(Mg^{2+}\), \(Ca^{2+}\), and \(UO_2^{2+}\)) participated in the exchange reactions. The exchange coefficients for the cations were assumed to be the same on all six sites. The size of the total cation exchange complex was estimated from the organic matter content and the amount of exchangeable protons on the organic matter. The proton dissociating groups on fulvic and humic acids are between 6 and 10 mol·kg⁻¹ and between 4 and 6 mol·kg⁻¹ organic matter, respectively (Tipping, 2002). We used an average value of 6 mol·kg⁻¹ organic matter.

Both cations and anions adsorb on Fe oxides. Adsorption was described by specific binding using a nonelectrostatic surface complexation model. Surface complexation reactions included surface hydrolysis reactions (protonation and deprotonation) and reactions involving the cations \(Ca^{2+}\), \(Mg^{2+}\), and \(UO_2^{2+}\) and the anions \(PO_4^{3–}\), \(SO_4^{2–}\), and \(Fe^-\) (denoting \(FeOH\) as a neutral Fe oxide surface) as follows: \(FeOH^+\), \(FeO⁻\), \(FeHPO_4\), \(FeHPO_4^–\), \(FePO_4^2–\), \(FeSO_4^2–\), \(FeOHSO_4^2–\), \(FeF^+\), \(FeHF^–\), \(FeOMg^+\), \(FeOCa^+\), and \(FeOUO_2^{2+}\). Equilibrium constants for weak sites were taken from Dzombak and Morel (1990) (see also Parkhurst and Appelo, 1999). The capacity of the surface was derived from the amount of \(Fe_2O_3\) as measured in the soil profile assuming 0.875 reactive sites per mole of \(Fe\) (Waite et al., 1994). The cation exchange capacity and the reactive sites of each horizon are given in Table 4.

Although \(CO_2\) in general is important for U speciation, this type of complexation reaction is not important in our simulations since the \(pH\) varied only between 3.5 and 4.5. The partial pressures of \(O_2\) and \(CO_2\) in the soil air phase were assumed to be constant and equal to 20 and 0.32 kPa, respectively. These values are smaller and larger, respectively, than the partial pressures in the atmosphere. The assumption of having a constant \(CO_2\) partial pressure represents a significant simplification since soil \(CO_2\) concentrations in general display strong seasonal variations related to the microbiological activity in the soil (e.g., Šimůnek and Suarez, 1993; Suarez and Šimůnek, 1993). Meteorological data from two weather stations (from Brogel for years 1969–1985 and from Mol/Geel for 1986–1998) were used to define precipitation, \(P\) [L·T⁻¹], and potential evaporation, \(E_p\) [L·T⁻¹], rates, the latter based on the Penmann equation.

### Table 2. Soil hydraulic parameters† (van Genuchten, 1980) of the dry Spodosol (data from Seuntjens [2000] and Seuntjens et al. [2001a]).

<table>
<thead>
<tr>
<th>Horizon‡</th>
<th>Depth (m)</th>
<th>(\theta_r)</th>
<th>(\theta_s)</th>
<th>(\alpha)</th>
<th>(n)</th>
<th>(K_s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top mineral layer, A</td>
<td>0–7</td>
<td>0.065</td>
<td>0.48</td>
<td>1.6</td>
<td>1.94</td>
<td>(1.1 \times 10^{-5})</td>
</tr>
<tr>
<td>Elluviated layer, E</td>
<td>7–19</td>
<td>0.035</td>
<td>0.42</td>
<td>1.5</td>
<td>3.21</td>
<td>(3.6 \times 10^{-5})</td>
</tr>
<tr>
<td>Illuviated layer with organic matter</td>
<td>19–24</td>
<td>0.042</td>
<td>0.47</td>
<td>1.6</td>
<td>1.52</td>
<td>(4.5 \times 10^{-6})</td>
</tr>
<tr>
<td>Bh1</td>
<td>24–28</td>
<td>0.044</td>
<td>0.46</td>
<td>2.8</td>
<td>2.01</td>
<td>(1.0 \times 10^{-4})</td>
</tr>
<tr>
<td>Bh2</td>
<td>28–50</td>
<td>0.039</td>
<td>0.46</td>
<td>2.3</td>
<td>2.99</td>
<td>(1.4 \times 10^{-4})</td>
</tr>
<tr>
<td>Transition layer, BC</td>
<td>50–75</td>
<td>0.030</td>
<td>0.42</td>
<td>2.1</td>
<td>3.72</td>
<td>(1.4 \times 10^{-4})</td>
</tr>
<tr>
<td>Unconsolidated material</td>
<td>75–100</td>
<td>0.021</td>
<td>0.39</td>
<td>2.1</td>
<td>4.33</td>
<td>(1.4 \times 10^{-4})</td>
</tr>
</tbody>
</table>

† \(\theta_r\) and \(\theta_s\) are the residual and saturated water contents, respectively; \(\alpha\) and \(n\) are shape parameters; and \(K_s\) is saturated hydraulic conductivity.
‡ Description from Brady (1990).

### Table 3. Logarithmic equilibrium constants \(K^e\) parameters for the multisite exchange complex.

<table>
<thead>
<tr>
<th>Cation</th>
<th>(K^e)</th>
<th>(Na^+)</th>
<th>(K^+)</th>
<th>(Mg^{2+})</th>
<th>(Ca^{2+})</th>
<th>(UO_2^{2+})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exchanger†</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HY</td>
<td>1.0</td>
<td>-1.0</td>
<td>-0.3</td>
<td>-0.4</td>
<td>-0.2</td>
<td>-0.2</td>
</tr>
<tr>
<td>HYa</td>
<td>1.05</td>
<td>-0.95</td>
<td>-0.25</td>
<td>-0.15</td>
<td>-0.05</td>
<td>-0.05</td>
</tr>
<tr>
<td>HYb</td>
<td>0.8</td>
<td>-1.2</td>
<td>-0.5</td>
<td>-0.3</td>
<td>-0.1</td>
<td>-0.1</td>
</tr>
<tr>
<td>HYc</td>
<td>0.6</td>
<td>-1.4</td>
<td>-0.7</td>
<td>-0.5</td>
<td>-0.3</td>
<td>-0.3</td>
</tr>
<tr>
<td>HYd</td>
<td>0.4</td>
<td>-1.6</td>
<td>-0.9</td>
<td>-0.7</td>
<td>-0.5</td>
<td>-0.5</td>
</tr>
<tr>
<td>HYe</td>
<td>0.2</td>
<td>-1.8</td>
<td>-1.0</td>
<td>-0.8</td>
<td>-0.6</td>
<td>-0.6</td>
</tr>
<tr>
<td>HYf</td>
<td>0.0</td>
<td>-2.0</td>
<td>-1.1</td>
<td>-0.9</td>
<td>-0.7</td>
<td>-0.7</td>
</tr>
</tbody>
</table>

† The value for \(Na^+\) was taken from Appelo et al. (1998). Values for the other cations were taken from the phreeqc.dat database (Parkhurst and Appelo, 1999) and adapted relative to the \(K\) for \(Na^+\). Values taken from Appelo et al. (1998).
A 5-yr steady-state flow simulation was performed without fertilizer (Penmann, 1948). Statistical information about the imposed climatological time series is given in Jacques et al. (2008). To obtain a 200-yr time series for modeling purposes, the 30-yr period was simply repeated several times. A free-drainage boundary condition was assumed at the bottom of the soil profile.

Element concentrations in the rainwater were obtained from Stolk (2001) for Station 231 located in Gilze-Rijen (the Netherlands), which is sufficiently close to the investigated site. The solution composition was based on the average of 13 measurements during 1999 (Table 5). The U concentration of the rainwater was set equal to an arbitrary low value of $10^{-24}$ mol L$^{-1}$ to have the required non-zero initial concentration for PHREEQC simulations. The P fertilizer was assumed to be completely dissolved in the irrigation water with the same composition as rainwater. The fertilizer was assumed to be applied every year on 1 May in the form of Ca(H$_2$PO$_4$)$_2$ in 1 cm of irrigation water with the same composition as rainwater. Before the 200-yr simulation, a 5-yr steady-state flow simulation was performed without fertilizer applications to establish chemical initial conditions in topsoil horizons in equilibrium with the chemistry of the inflowing rainwater.

### Simulation Results

**Speciation of Phosphate, Uranium, and the Solid-Phase Surfaces**

Aqueous speciation of U and P in the soil solution was calculated with PHREEQC between pH 2 and 6 for the rainwater composition, the selected soil air partial pressures of O$_2$ and CO$_2$, and an assumed aqueous U concentration of $8.0 \times 10^{-9}$ mol L$^{-1}$. This value corresponds with the average U concentration at 5-cm depth obtained after 50 yr in the steady-state flow simulations. When the background P concentration in rainwater is the only P source, UO$_2^{2+}$ is the dominant U species in the soil solution, followed by UO$_2$F$^+$, UO$_2$SO$_4$, UO$_2$OH$^+$, and UO$_2$HPO$_4$. When the P concentration is much higher due to the addition of the P fertilizer, UO$_2^{2+}$ is still the dominant U species, followed by UO$_2$HPO$_4^-$ (dominant at pH values >4), UO$_2$F$^+$, and UO$_2$OH$^+$. For both cases, H$_2$PO$_4^-$ was the most abundant aqueous P species, followed by H$_3$PO$_4$.

Surface speciation was also calculated for the same pH range, the rainwater composition, the soil air partial pressures of O$_2$ and CO$_2$, and the total aqueous U concentration of $10^{-5}$ mol L$^{-1}$. The Na concentration was adapted to obtain the required pH and charge balance. Figure 1a shows the most abundant surface species on the Fe oxides. The surface of the Fe oxides was mostly protonated. Below pH 5.5, FeH$_3$PO$_4$ was the second most abundant surface species. The amounts of FeOH, FeHPO$_4^-$, and FeUO$_2^{2+}$ increased substantially across the considered pH range. For example, FeUO$_2^{2+}$ increased up to seven orders of magnitude. The amount of adsorbed U consequently also increased

<table>
<thead>
<tr>
<th>Horizon</th>
<th>Bulk density</th>
<th>Organic matter</th>
<th>Fe$_2$O$_3$</th>
<th>CEC</th>
<th>Sites on surface</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.31</td>
<td>3.65</td>
<td>0.20</td>
<td>287</td>
<td>28.7</td>
</tr>
<tr>
<td>E</td>
<td>1.59</td>
<td>0.78</td>
<td>0.09</td>
<td>74</td>
<td>15.7</td>
</tr>
<tr>
<td>Bh1</td>
<td>1.30</td>
<td>3.03</td>
<td>1.19</td>
<td>236</td>
<td>169.5</td>
</tr>
<tr>
<td>Bh2</td>
<td>1.38</td>
<td>1.23</td>
<td>1.19</td>
<td>102</td>
<td>180.0</td>
</tr>
<tr>
<td>BC</td>
<td>1.41</td>
<td>0.55</td>
<td>0.68</td>
<td>46</td>
<td>105.1</td>
</tr>
<tr>
<td>C1</td>
<td>1.52</td>
<td>0.30</td>
<td>0.57</td>
<td>27</td>
<td>94.9</td>
</tr>
<tr>
<td>C2</td>
<td>1.56</td>
<td>0.13</td>
<td>0.57</td>
<td>12</td>
<td>97.4</td>
</tr>
</tbody>
</table>

**TABLE 4.** Bulk densities, weight contents of organic matter and Fe$_2$O$_3$ of the dry Spodosol (Seuntjens et al., 2001a; Seuntjens, 2000), and calculated sizes of the multisite cation exchange complex (CEC) and the Fe-oxide surfaces.

![Fig. 1](image-url) (a) Surface speciation (Fe oxides) as a function of pH, (b) pH dependency of the adsorption of U(VI) in the A horizon on both the cation exchange complex (CEC) and the surface complex (SC), and (c) pH dependency of the size of the cation exchange complex on organic matter for the A, E, and Bh1 horizons of the dry Spodosol.
drastically. Figure 1b shows the ratio of total adsorbed U to total U in the system together with the distribution of U between the two sorption processes involved (i.e., cation exchange on organic matter and surface complexation on Fe oxides). Almost all U was in solution at low pH since both the cation exchange complex and the surface sites were mostly protonated. While about 50% of the total U was adsorbed around pH 3, almost all U was adsorbed at pH 4. The relative contribution of U adsorbed by cation exchange compared with surface complexation decreased with increasing pH. This is consistent with the experimental findings of McKinley et al. (1995). We found that U adsorption on the cation exchange complex increased up to pH 4.7 (results not further shown). Since the Na concentration in solution increases with increasing pH owing to the Na addition for the purpose of obtaining charge balance, Na will increasingly replace the other cations on the exchange complex at higher pH. Note that above pH 6, U adsorption will decrease again when dissolved CO$_2$ is present due to the formation of U(VI)–CO$_3$ complexes (Davis et al., 2004a; Waite et al., 1994). Almost all P was adsorbed in the studied pH range, with 99.3 and 99.8% P being adsorbed at pH 2 and 6, respectively (results not shown).

The soil horizons differed in their adsorption capacity, as illustrated in Fig. 1c and Fig. 2. Figure 1c shows the increasing capacity of the exchange complex to retain cations other than protons with increasing pH. This capacity was lowest for the E horizon due to the low organic matter content. Figure 2 shows $K_d$ values defined as the total adsorbed Ca, P, and U concentrations (mol kg$^{-1}$) across the aqueous Ca, P, and U concentrations (mol L$^{-1}$), respectively, for the A, E, and Bh2 horizons. The horizons had different sorption types and capacities: the A horizon had a high capacity of the exchange complex and a low capacity of the surface complex, the E horizon had low capacities of both the exchange and surface complexes, while the Bh2 horizon had the highest capacity of the surface complex. The $K_d$ values are shown for two aqueous-phase compositions: rainwater without the P fertilizer (having an aqueous U concentration of $8 \times 10^{-9}$ mol L$^{-1}$ for the A and E horizons and $4 \times 10^{-9}$ mol L$^{-1}$ for the Bh2 horizon representative of the long-term averaged U concentrations during the steady-state flow simulation) and rainwater with the P fertilizer (Table 5). The pH was controlled by changing the Na and Cl concentrations. The $K_d$ values of Ca and U were both strongly pH dependent, whereas the $K_d$ of P was relatively independent of pH.

The composition of soil water had a significant effect on the $K_d$ value. Since the concentrations of Ca, P, and U were much larger when rainwater infiltrated following P-fertilizer application, competition for the same number of sites on the cation exchange and surface complexes increased and more elements remained in the aqueous phase. At pH 4, this resulted in a decrease in $K_d$ of almost two orders of magnitude for Ca and P, and a decrease of about three orders of magnitude for U. Accordingly, the percentages of U and P adsorbed in the A horizon ranged from 1.5 to 41% for U and from 89.6 to 89.8% for P (results not shown). Note that almost 100% of U was adsorbed when rainwater in the absence of P fertilizer infiltrated into the soil (Fig. 1b). A slight decrease in $K_d$ for U occurred between pH 3.5 and 4.5, especially in the A and E horizons for rainwater with the P fertilizer. For the A horizon, the first maximum in the percentage of adsorbed U was around pH 3.4 (33%), with mainly sorption on the cation exchange complex (results not shown). This is different from the case for rainwater without P fertilizer when already >10% of the total amount of U was sorbed onto the surface complex (Fig. 1b). The $K_d$ reached a minimum at pH 4.7 in the A horizon (Fig. 2a), with only 13% of the total U amount adsorbed on the exchange and surface complexes (6.5% on both the cation and surface complexes). From pH 4.7 to 6, the percentage of U adsorbed on the surface complex increased to 42%. The small capacity of the surface complex and the high concentration of competing species (especially P) resulted in a shift in U adsorption on the surface complex toward higher pH values. This effect was less pronounced in the Bh horizon because of its higher capacity of the surface complex.

![FIG. 2. The linear distribution coefficient, $K_d$, of Ca, P, and U as a function of pH for rainwater with a U concentration of $8.0 \times 10^{-9}$ mol L$^{-1}$ for the A and E horizons and $4.0 \times 10^{-9}$ mol L$^{-1}$ for the Bh2 horizons (lines without dots) and for rainwater with the P fertilizer (lines with dots) for the (a) A, (b) E, and (c) Bh2 horizons.]

Different solution compositions affect the relative mobility between Ca, P, and U. For rainwater without P fertilizer, U was less mobile than P at pH values above 4.3 to 4.5, depending on the soil horizon; however, U was always more mobile when the rainwater contained P fertilizer. The relative mobility of P and Ca did not depend only on the water composition, but also on the soil horizon. In the A horizon with a high exchange capacity and low surface complex capacity, Ca was less mobile than P at pH values >4.3 for rainwater without P fertilizer and 3.5 for rainwater with P fertilizer. In the Bh2 horizon with a relatively high surface complex capacity, the $K_d$ of P was always larger that the $K_d$ of Ca.

Calcium, Phosphorus, and Uranium Depth Profiles

Figure 3 shows distributions vs. depth of total Ca, P, and U per cubic meter of soil at selected times for both the steady-state and transient water flow simulations. Total concentrations were obtained by summing the amounts in the aqueous phase, on the cation exchange complex (for Ca and U), and on the surface complex (for Ca, U, and P). Note the different concentration scales for P in plots for the first 50 yr and the last 150 yr. Calcium accumulated mainly in the upper horizon during the first 50 yr, although more accumulated in the Bh1 horizon under transient-flow conditions. During the next 100 yr, the amount of Ca in the two Bh horizons gradually increased. This occurred somewhat faster for the transient than the steady-state simulation. After 200 yr, however, the amount of Ca in the top 50 cm was quite similar for the two cases.

Phosphorus migrated faster through the A and E horizons than did Ca (Fig. 3a vs. 3c) and was more mobile in these two horizons since the amount of Fe$_2$O$_3$ was very small. On the other hand, Ca transport was retarded by cation exchange reactions in the organic-matter-rich A horizon. The migration of P through the Bh horizons was slower than that of Ca due to strong sorption of P on the Fe oxide surface. Phosphorus had not yet reached the BC horizon after 200 yr. Note that the concentration front for the transient simulation moved slightly faster than for the steady-state flow simulation.

Uranium showed the largest differences between the two simulations, especially during the first 50 yr. Uranium migrated relatively fast, similar to P, through the A and E horizons. As discussed with Fig. 2, U was more mobile than P when the pH was <4.3, especially at relatively high Ca and P concentrations. Much U accumulated in the Bh horizon during the last 150 yr. Uranium transport was again slightly faster for the transient simulation than during steady-state flow.

Temporal Variations in the Linear Distribution Coefficient

Figures 4 and 5 show time series of pH and the $K_d$ values for Ca, P, and U at depths of 5 (A horizon) and 25 (Bh2 horizon) cm, respectively. A long-time trend in $K_d$ was observed for both steady-state and transient flow simulations. This trend is related to long-time changes in the amount of Ca, P, and U in the soil solution due to application of the P fertilizer. Steady-state solute transport conditions are reached when $K_d$ becomes constant for the steady-state flow simulation. This condition was reached faster for P and U (at about 40–50 yr) than for Ca (at about 100 yr) at 5-cm depth. This is similar to the conclusion drawn from Fig. 3. Since the total concentrations increased from the initial condition, the $K_d$ at 5-cm depth decreased by almost one order of magnitude.
for Ca, by one-third for P, and slightly more than one order of magnitude for U. The increase in competition between elements for the surface sites had a larger effect on the long-time sorption potential than the long-time pH increase on the $K_d$ values. A different picture emerged for the Bh2 horizon at a depth of 25 cm (Fig. 5). The increase in pH during the 200-yr simulation caused here an increase in adsorption potential for U ($K_d$). The competition with P for the surface complex was limited since P migrated more slowly through the Bh horizons than U (see Fig. 3).

After 200 yr, the peak in U occurred at a depth of about 25 cm, whereas the peak in P was at 20 cm. The $K_d$ of P at the 25-cm depth did not show a pronounced long-time trend until 175 yr, which further reflects the limited transport of P to this depth.

The transient flow simulation showed significant short-time variations in pH and $K_d$ for all three elements. As was discussed in Jacques et al. (2008), transient weather conditions in precipitation and evaporation resulted in variable water contents and water fluxes. These variations subsequently induced variations in geochemical conditions. Decreasing water contents due to evaporation coincided with decreasing pH because of an increase in ionic strength (Jacques et al., 2008). In this study, the decrease in pH caused, in general, the adsorption potential for Ca and U to decrease. Short-time variations in P concentrations were limited due to the pH independence of its $K_d$, as discussed above. Note that the repetition of a 30-yr time series of meteorological data (up to 200 yr) may result in some repetitive pattern in the $K_d$ time series, e.g., for P at a depth of 5 cm (Fig. 4c).

The seasonal variations in pH and $K_d$ are pronounced close to the soil surface and for early simulation times when P and U are not yet at their long-time steady state (at 5-cm depth and for the first 40 yr). The $K_d$ values of Ca and U changed up to two orders of magnitude during the first 20 yr. Although the difference in total amounts of the three elements between the steady-state and transient flow simulations was relatively small (see Fig. 3), the aqueous concentrations differed dramatically. This may have a profound effect on processes that are dependent on aqueous concentrations, such as nutrient uptake by roots.

Fluxes in the Soil and at the Bottom of the Soil Profile

The solute mass flux density, $J_s$ [M L$^{-2}$ T$^{-1}$], is the sum of the mass flux due to advection of the dissolved solute and the mass flux due to hydrodynamic dispersion and molecular diffusion. In terms of the resident fluid concentration, $C_{J'}$ [M L$^{-3}$], $J_s$ may be written as (Jury and Roth, 1990)

$$J_s = -D \frac{\partial C_{J'}}{\partial z} + J_w C_{J'}$$

where $J_w$ is the water flux density [L T$^{-1}$]. Figure 6 compares downward fluxes of Ca, P, and U for the steady-state and transient flow simulations. Fluxes are shown for the bottom of the A, Bh2, and C2 horizons at depths of 7, 28, and 100 cm, respectively. Although some upward fluxes were calculated at the bottom of the A horizon during periods of low precipitation or high potential evaporation, these were not included in Fig. 6. As indicated by the $K_d$ time series, steady-state solute transport was obtained after 40 yr for U and P and after about 100 yr for Ca at the bottom of the A horizon. For the transient flow simulation, solute fluxes continued to vary by almost three orders of magnitude after steady-state solute transport conditions were reached for the steady-state flow simulation. Downward U fluxes for the transient flow simulation were always larger than those for the steady-state flow simulation during the first 20 yr.

At the bottom of the Bh2 horizon, solute fluxes for the steady-state flow simulation started to increase after 30, 80, and 150 yr for U, Ca, and P, respectively. Uranium fluxes reached a steady-state value after approximately 100 yr. Phosphorus never reached the bottom of the soil profile, even after 200 yr. For the steady-state flow conditions, U started to leach after 120 yr, whereas Ca fluxes increased 140 yr after an initial decrease. Uranium and Ca solute fluxes for the transient flow simulation were much higher than for the steady-state simulation. Uranium reached the bottom of the soil profile after 80 yr, while Ca fluxes started to increase after about 100 yr. Similarly as for the simulated concentration profiles (Fig. 3), the U (and also Ca) fluxes increased earlier for the transient flow simulation than for the steady-state simulation. This was most obvious at the 100-cm depth. Faster leaching of all three elements was due to interactions caused by short-time variations in water contents, water fluxes, and geochemical conditions.

Conclusions

Accurate investigation of the mobility of contaminant in the vadose zone requires consideration of all pertinent physical and biogeochemical processes. Coupling of fluid flow, advective–dispersive transport, and multicomponent geochemistry into one integrated simulator provides a much-needed tool for studying the interplay between different processes, including the various nonlinear feedbacks that occur between the different processes. Variable water contents and fluid fluxes during transient flow in the vadose zone significantly affect prevailing geochemical conditions such as soil pH. Consequently, the adsorption potential
and thus the element mobility may change with time. It is similarly important for reactive transport simulators to account for interactions between different species resulting from chemical reactions such as aqueous speciation and competitive sorption on the cation exchange or surface complex. The long-time surface application of some elements (e.g., by fertilization) leads to temporal variations in the distribution coefficient $K_d$ and a nonunique relation between $K_d$ and pH.

We illustrated the feedbacks between the different processes, as well as the multiple interactions that may occur between the chemical species present, by using the HP1 reactive transport simulator to predict the migration of Ca, P, and U following inorganic P fertilization through a layered soil. The numerical simulations showed that the distribution coefficients for Ca, P, and U depend strongly on pH, the composition of the aqueous phase, the mineralogical properties of the soil horizons, and the amount and type of competing elements. Simulations also showed that P is a stronger competitive element for U than Ca. In horizons with large amounts of P (e.g., the A horizon), the sorption potential and $K_d$ of U did not follow the long-term increase in pH due to the stronger counter effect of P sorption on the surface complex. On the other hand, when U and Ca reached a certain horizon (e.g., the Bh2 horizon in our example), while P did not, the $K_d$ for U closely followed the increase in pH. Furthermore, yearly additions of Ca, P, and U in the form of P fertilizer resulted in a long-term decrease in $K_d$ of the upper horizons. Short-term temporal variations in the water contents and fluxes, when transient flow was considered, caused significant pH variations, which produced very significant variations in the $K_d$ values for Ca and U by up to two orders of magnitude. Leaching of Ca and U from the soil profile occurred faster in the transient flow simulation than in the steady-state simulation as a result of the interplay between changing hydrologic and geochemical soil conditions.

Appendix

- $a_i$: activity of secondary species $i$ (dimensionless)
- $A_{j}^{\text{th}}$: chemical formula of aqueous master species $j$ (dimensionless)
- $A_i$: chemical formula of aqueous secondary species $i$ (dimensionless)
- $A_{\text{min}}$: reactive surface area [L$^2$]
- $c_i$: concentration of $i$th aqueous species (mol kg$^{-1}$ H$_2$O)
- $C_j$: total concentration of $j$th component (mol kg$^{-1}$ H$_2$O)
- $C_p$: volumetric heat capacity of porous medium [M L$^{-1}$ T$^{-2}$ K$^{-1}$]
- $C_{r,j}$: total concentration in the sink term (mol kg$^{-1}$ H$_2$O)
- $C_w$: volumetric heat capacity of the liquid phase [M L$^{-1}$ T$^{-2}$ K$^{-1}$]
- $D_w$: dispersion coefficient in the liquid phase [L$^2$ T$^{-1}$]
- $E_a$: apparent activation energy (kJ mol$^{-1}$)
- $F$: Faraday constant, 96,485 C mol$^{-1}$
- $G$: Gibbs free energy (kJ mol$^{-1}$)
- $h$: water pressure head [L]
- $I$: ionic strength (mol kg$^{-1}$ H$_2$O)
- $k_0$: intrinsic rate constant [mol L$^{-2}$ T$^{-1}$]
- $K$: unsaturated hydraulic conductivity [L T$^{-1}$]
- $K_y^{x}$: equilibrium constant: superscripts $x = l, e, s,$ or $p$ are for aqueous, exchange, surface species, and minerals, respectively; subscript $y = ix$ is an index for specific species (dimensionless)
- $K_d^{x}$: Monod ($x = M$) or inhibition ($x = I$) constant in the $i$th term of degradation reaction $j_k$ (mol kg$^{-1}$ H$_2$O)
- $M_i$: chemical formula of mineral $i$
- $n_i$: order of the reaction of secondary species $i$
- $N_k$: number of kinetic reactions
- $N_m$: number of aqueous components or master species
\[
N_{i,k} \quad \text{number of inhibition terms in degradation reaction} \\
N_{M,i,k} \quad \text{number of Monod terms in degradation reaction} \\
q \quad \text{volumetric fluid flux density} \ [L \ T^{-1}] \\
Q \quad \text{ion activity product} \ (\text{dimensionless}) \\
R \quad \text{universal gas constant} \ [kJ \ mol^{-1} \ K^{-1}] \\
R_{j,k} \quad \text{rate of degradation reaction} \ [mol \ kg^{-1} \ H_2O \ T^{-1}] \\
R_{i,j} \quad \text{source–sink term} \ [L^3 \ kg^{-1} \ H_2O \ T^{-1}] \\
S \quad \text{sink term for root water uptake} \ [mol \ T^{-1}] \\
S_{m} \quad \text{chemical formula of surface master species} \ j_s \\
S_{i} \quad \text{chemical formula of secondary surface species} \ i_s \\
t \quad \text{time} \ [T] \\
T \quad \text{temperature} \ (K) \\
v_{\text{max},j,k} \quad \text{maximum specific rate of substrate utilization in degradation reaction} \ [mol \ kg^{-1} \ H_2O \ T^{-1}] \\
x \quad \text{spatial coordinate} \ (\text{positive upward}) \ [L] \\
X^m_{j,k} \quad \text{chemical formula of exchange master species} \ j_e \\
X_{i,k} \quad \text{chemical formula of secondary exchange species} \ i_e \\
X_{\text{mo},r} \quad \text{concentration of the microbial population} \ r \ [M \ kg^{-1} \ H_2O] \\
z_{i,j} \quad \text{charge on surface species} \ i_s \\
\alpha \quad \text{angle between flow direction and vertical axis} \\
\beta_{i,j,k}^e \quad \text{equivalent fraction of exchange species} \ i_e \ on \ exchanger \ j_e \ (\text{dimensionless}) \\
\beta_{i,j,k}^s \quad \text{mole fraction of surface species} \ i_s \ on \ surface \ j_s \\
\gamma_{j,k}^m \quad \text{activity coefficient for the} \ j \text{aqueous master species} \ (kg H_2O \ mol^{-1}) \\
\gamma_{j,k}^y \quad \text{activity coefficient for species} \ y; \ x \ = \ 1 \ or \ e \ for \ aqueous \ or \ exchange \ species; \ y \ = \ i_e \ is \ the \ index \ for \ the \ secondary \ species \ (kg \ H_2O \ mol^{-1}) \\
\lambda \quad \text{apparent thermal conductivity of the soil} \ [M \ L T^{-3} K^{-1}] \\
\theta \quad \text{volumetric water content} \ [L^3 \ L^{-3}] \\
\nu_{j,k}^x \quad \text{stoichiometric coefficient of master species} \ y \ in \ the \ reaction \ for \ secondary \ species \ z: \ superscripts \ x = l, \ e, \ s, \ p, \ and \ k \ are \ for \ aqueous \ species, \ exchange \ species, \ surface \ species, \ minerals, \ and \ kinetic \ reaction, \ respectively; \ subscripts \ y = j_e \ is \ an \ index \ for \ the \ master \ species \ or \ kinetic \ reaction; \ z = i_s \ is \ an \ index \ for \ the \ secondary \ species \ (\text{dimensionless}) \\
\Psi_{j,k} \quad \text{surface potential for surface} \ j_s \ [V] \\
\]
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