Development of Pedotransfer Functions for Estimation of Soil Hydraulic Parameters using Support Vector Machines
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Modeling flow in variably saturated porous media requires reliable estimates of the hydraulic parameters describing the soil water retention and hydraulic conductivity. These soil hydraulic properties can be measured using a wide variety of laboratory and field methods. Frequently, this proves to be an arduous task because of the high spatial and temporal variability of soil properties. In the last decade, researchers have shown a keen interest in developing a class of indirect approaches, called pedotransfer functions (PTFs), to overcome this problem. Pedotransfer functions predict soil hydraulic parameters using easily obtainable soil properties such as textural information, bulk density and/or few retention points. In this paper, we use a new methodology called Support Vector Machines (SVMs) to derive a new set of PTFs. Support vector machines represent a pattern recognition approach where the overall prediction error and complexity of the SVM structure are minimized simultaneously. We used the same database that was utilized to develop ROSETTA to generate the SVM-based PTFs. The performance of the SVM-based PTFs was analyzed using the coefficient of determination, root mean square error (RMSE) and mean error (ME). All soil hydraulic parameters estimated using the SVM-based PTFs showed improved confidence in the estimates when compared with the ROSETTA PTF program. Estimates of water contents and saturated hydraulic conductivities using the hydraulic parameters predicted by the SVM-based PTFs mostly improved compared with those obtained using the artificial neural network (ANN)-based ROSETTA. The RMSE for water contents decreased from 0.062 to 0.034 as more predictors were used, while the RMSE for the saturated hydraulic conductivity decreased from 0.716 to 0.552 (dimensionless log_{10} units). Similarly, the bias in the water contents estimated using the SVM-based PTF was reduced significantly compared with ROSETTA.

Abbreviations: ANN, Artificial neural networks; HYPRES, Database of hydraulic properties of European soils; ME, Mean Error; PTFs, Pedotransfer functions; RMSE, Root mean squared error; SLT, Statistical learning theory; SVMs, Support vector machines; UNSODA, Unsaturated soil hydraulic properties database; WISE, World inventory of soil emission potentials.

A number of hydrological models used to simulate situations ranging from field-scale water flow to global climate change rely on numerical techniques that simulate heat, water, and solute fluxes in the vadose zone. The use of flow models for variably saturated conditions requires accurate estimates of the hydraulic characteristics that govern water retention and water flow in soils (Wösten et al., 2001). The hydraulic characteristics of soils vary spatially from one location to another, and are also scale-dependent (Hopmans et al., 2002). The temporal variability can also occur as a result of various biological and human activities, such as root-growth, soil management and agricultural practices, or physical processes, such as soil shrinking-swelling, soil crusting, and/or water repellence (Wösten et al., 2001). Therefore, it is necessary to characterize the hydraulic characteristics of soils while keeping their spatial and temporal variability in perspective.

Ideally, it would be best to measure soil hydraulic parameters in the laboratory or field so that the variability in space and time can be sufficiently characterized. However, this difficult task is rarely accomplished because of the significant financial and time investments required for such measurements. Additionally, the spatial variability of soil hydraulic properties, their scale-dependency and possibly large modeling domains can make such characterization difficult.

To circumvent these practical difficulties with direct methods, researchers have shown keen interest in developing indirect methods beginning as early as 1912 (Briggs and Shantz, 1912). The basic idea behind these indirect methods, often called pedotransfer functions (PTFs after Bouma and van Lanen, 1987), is to predict hard-to-measure soil hydraulic properties (such as retention parameters and hydraulic conductivities) using easily obtainable input information (such as soil texture, bulk density, and particle-size distribution). In essence, PTFs represent predictive functions that translate the data we have (input) into the data we need (output) (Wösten et al., 2001)
The complexity of existing PTF models varies from simple lookup tables that provide hydraulic parameters for particular textural classes (e.g., Carsel and Parrish, 1988; Wösten et al., 1995), to linear/nonlinear regression-based approaches (cf. Rawls and Brakensiek, 1985; Minasny et al., 1999), to models that incorporate physical relationships in soil water flow processes (e.g., Haverkamp and Parlange, 1986; Arya and Paris, 1981; Tyler and Wheatcraft, 1989; Nimmo et al., 2007). More sophisticated methods use various kinds of ANNs (Pachepsky et al., 1996; Tamari et al., 1996; Minasny et al., 1999), Group Method of Data Handling (Pachepsky and Rawls, 1999), or make use of multi-dimensional nearest neighbor techniques (Nemes et al., 2006a, 2006b). Wösten et al. (2001) provided a detailed review of the various PTFs that had been developed.

Pedotransfer functions are usually developed by examining the relationships between input data (textural properties) and soil hydraulic parameters (such as retention curve and/or hydraulic conductivity function parameters) from existing soil databases. Several large databases such as UNSODA (Leij et al., 1996), HYPRES (Wösten et al., 1999), and WISE (Batjes, 1996) are available for the development of PTFs. The accuracy and reliability of a given PTF approach is determined by how well the various relationships between the input data (i.e., information such as texture or bulk density) and the output data (i.e., soil hydraulic parameters) are represented in the PTF structure. These relationships often tend to be highly nonlinear, and are therefore not well established. Consequently, regression-based PTFs (cf. Rawls and Brakensiek, 1985; Minasny et al., 1999) have often performed poorly because they require adequate prior knowledge of these relationships.

Even though regression-based PTFs have been widely used in the past due to their simplicity, PTFs based on pattern recognition approaches (cf. Pachepsky et al., 1996; Tamari et al., 1996; Schaap et al., 2001) seem to have become more popular.

Pattern recognition approaches help describe the underlying relationships between the given inputs and outputs by ‘learning’ from a training data set. After training, pattern recognition methods lead to high-dimensional nonlinear functions. It can be said that pattern recognition approaches are mathematical models obtained in an experimental way. If there were no data (examples, patterns, and observations), there would be no learning, and consequently no pattern recognition tools. One such commonly used pattern recognition tool belongs to a class of methods called Artificial Neural Networks (ANNs).

An ANN is a classical pattern recognition paradigm inspired by the way biological nervous systems, such as the brain, process information (Hastie et al., 2001). Artificial Neural Networks are composed of a large number of highly interconnected processing elements (called neurons) working in unison to solve specific problems. The key element of ANNs is user-defined, that is, their complicated inter-woven structure. Because of this, an ANN's optimality for a specific problem is heavily influenced by user expertise, though this can be mitigated somewhat by exploring a number of different ANN topologies (e.g., Ye et al., 2007). Once the neural network structure is selected, the objective of learning from the training data in ANNs is to calculate the optimal weight for each of the links in the neural net by minimizing the overall prediction error. The optimal high-dimensional relation between the input data (such as particle size or bulk density) and output data (hydraulic parameters) is learned from a given set of training data (input-output response patterns).

While ANN-based PTFs have been relatively successful, there are a number of weaknesses that need to be considered in their development and application. Key weaknesses include: (i) ANNs have a number of coefficients (weights) that do not permit easy physical interpretation (Schaap et al., 2001), (ii) the ANNs's structure has to be selected a priori and therefore may not be optimal since there are many types of neurons and many types of possible connections (Wösten et al., 2001), (iii) a higher number of neurons and connections than required can result in overfitting and over parameterization (Hastie et al., 2001) and (iv) due to the complexity of the ANNs structure and the large number of weights that are being "trained" as the network "learns", there is no assurance that the learning algorithm will find optimum weights that minimize prediction errors. The procedure can get stuck in a local minimum, even though it can be overcome mostly. In lieu of the problems associated with ANN-based PTFs, there is need for a better pattern recognition tool to improve the PTFs accuracy and reliability. This has been duly recognized in a review by Wösten et al. (2001). Tamari et al. (1996) used radial basis functions to develop PTFs. Radial basis functions are an improvement over traditional ANNs but they suffer from many of the same weaknesses as ANNs.

Recently, a number of new pattern recognition tools have been proposed that aim to improve on the weaknesses of ANNs. For example, over-fitting can be mitigated by constraining the ANN optimization using independent data (Schaap, 2004) or by using bayesian regularization (MacKay, 1992; Ye et al., 2007). Support vector machines (SVMs) provide another promising approach which, unlike ANNs where the complexity of the structure is fixed a priori and only the prediction error can be minimized, represent a pattern recognition approach where the overall prediction error and complexity of the SVM structure are simultaneously minimized (Vapnik, 1995; 1998).

The SVM regression methodology (Vapnik, 1995, 1998) is based on the Statistical Learning Theory (SLT), which is a unique philosophy for addressing the problems and techniques of pattern recognition. The SLT proved that a pattern recognition method would generalize well (i.e., provide good performance on independent data) when the structural complexity of the pattern recognition method and the prediction error in the training sets were simultaneously minimized (Vapnik, 1995, 1998). Good performance on a training data set is a necessary but insufficient condition for a robust pattern recognition method.

Support vector machines have been used successfully for a wide array of classification and regression problems. Recently, a number of SVM applications have been introduced in hydrological sciences (Kanevski and Maïgnan, 2004; Tartakovsky and Wohlberg, 2004; Wohlberg et al., 2006). Dibike et al. (2001) applied SVM to remotely sensed image-processing problems and reported a superior performance over the traditional ANNs. Liang and Sivapragasam (2000) showed that SVM performance was superior to ANNs in forecasting flood stage. Wohlberg et al. (2006) showed that SVM methodology tends to improve the predictions in some case studies, especially in regression-based problems such as kriging. Asefa et al. (2004, 2005) successfully used the SVM methodology for a host of pattern recognition problems in hydrology, ranging from ground water modeling, to
stream flow predictions. In this paper, we analyze the performance of the pattern recognition approach based on the SVMs for generating PTFs.

**MATERIALS AND METHODS**

**Soil Hydraulic Parameters**

In this study, we consider the retention curve and hydraulic conductivity function described by the van Genuchten model (van Genuchten, 1980). Of all available models for representing soil hydraulic properties, the van Genuchten model is perhaps the most widely used model for characterizing hydraulic conductivity and water content dependence on the capillary pressure head. The van Genuchten model is described as follows.

$$\theta(h) = \begin{cases} \theta_r + \frac{\theta_s - \theta_r}{(1 + |\alpha h|^n)^m} & b < 0 \\ \theta_s & b \geq 0 \end{cases} \quad [1a]$$

$$S_r(h) = \frac{\theta(h) - \theta_r}{\theta_s - \theta_r} \quad [1b]$$

$$m = 1 - 1/n, \quad n > 1 \quad [1c]$$

where $\theta(h)$ is the volumetric water content, (L$^3$ L$^{-3}$) as a function of the pressure head $h$ (L), $\theta_r$ and $\theta_s$ are the saturated and residual volumetric water contents, $S_r(h)$ is the effective soil water saturation (−) for the pressure head $h$ (L), and $\alpha$ (L$^{-1}$) and $n$ (−) are van Genuchten shape parameters. A combination of Eq. [1] with the Mualem pore-size distribution model (Mualem, 1976) yields the following expression for unsaturated hydraulic conductivity (van Genuchten, 1980):

$$K'(S_r) = K_s' S_r^L \left[1 - (1 - S_r^n)^m\right]^2 \quad [2]$$

where $K'(S_r)$ is the unsaturated hydraulic conductivity (LT$^{-1}$) as a function of the soil water saturation (or pressure head), $K_s'$ is the saturated hydraulic conductivity (LT$^{-1}$), and $L$ is an empirical parameter, often assumed to be 0.5 (Mualem, 1976). In this research, we develop PTFs for the following soil hydraulic parameters: (a) retention curve parameters ($\theta_r, \theta_s, \alpha$ and $n$) and (b) saturated hydraulic conductivity $K_s'$.

**Data Set**

For developing the PTFs, we used the same data set used by Schaap and Leij (1998) and Schaap et al. (2001) for calibrating the ROSETTA model. Schaap and Leij (1998) assembled this set from a variety of available data sets. The assembled data set consists of data that are heterogeneous and diverse with respect to the measurement procedures, sources and scales of measurements. Figure 1 shows the textural distribution of the data set used in this study. Table 1 also lists the summary statistics for the retention parameters and the saturated hydraulic conductivity for different textural classes in the dataset. The dataset contained 2134 soil samples with water retention data. As each of these soil samples had at least six retention curve points, the entire data set included 20,574 θ(h) points. Measurements for saturated hydraulic conductivity ($K_s'$) were available for 1306 of these soil samples.

The retention curve parameters were estimated for the 2134 soil samples with the retention data using a curve-fitting approach. The water

![Fig. 1. Textural distribution of soil samples containing (a) retention data, and (b) saturated hydraulic conductivity.](image)

<p>| Table 1. Average water retention parameters, saturated hydraulic conductivities, and bulk densities for each textural class in the database. The values in parentheses represent the standard deviation (Schaap and Leij, 1998). |
|---|---|---|---|---|---|</p>
<table>
<thead>
<tr>
<th>Class</th>
<th>$N^*$</th>
<th>$D_b$</th>
<th>$\theta_r$</th>
<th>$\theta_s$</th>
<th>log($\alpha$)</th>
<th>log($n$)</th>
<th>$N^*$</th>
<th>$D_b$</th>
<th>log($K_s'$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand</td>
<td>308</td>
<td>1.30(0.12)</td>
<td>0.105(0.29)</td>
<td>0.375(0.55)</td>
<td>-1.45(0.25)</td>
<td>0.50(0.18)</td>
<td>253</td>
<td>1.53(0.13)</td>
<td>2.81(0.59)</td>
</tr>
<tr>
<td>Loamy Sand</td>
<td>205</td>
<td>1.52(0.19)</td>
<td>0.049(0.042)</td>
<td>0.390(0.070)</td>
<td>-1.46(0.47)</td>
<td>0.24(0.16)</td>
<td>167</td>
<td>1.53(0.19)</td>
<td>2.02(0.64)</td>
</tr>
<tr>
<td>Loam</td>
<td>249</td>
<td>1.70(0.25)</td>
<td>0.061(0.073)</td>
<td>0.399(0.098)</td>
<td>-1.95(0.73)</td>
<td>0.17(0.13)</td>
<td>113</td>
<td>1.42(0.22)</td>
<td>1.08(0.92)</td>
</tr>
<tr>
<td>Sandy Loam</td>
<td>481</td>
<td>1.46(0.26)</td>
<td>0.039(0.054)</td>
<td>0.387(0.085)</td>
<td>-1.57(0.56)</td>
<td>0.16(0.11)</td>
<td>314</td>
<td>1.55(0.18)</td>
<td>1.50(0.66)</td>
</tr>
<tr>
<td>Silt Loam</td>
<td>332</td>
<td>1.28(0.27)</td>
<td>0.065(0.073)</td>
<td>0.439(0.093)</td>
<td>-2.30(0.57)</td>
<td>0.22(0.14)</td>
<td>135</td>
<td>1.42(0.14)</td>
<td>1.26(0.74)</td>
</tr>
<tr>
<td>Sandy Clay Loam</td>
<td>181</td>
<td>1.57(0.18)</td>
<td>0.063(0.078)</td>
<td>0.384(0.061)</td>
<td>-1.68(0.71)</td>
<td>0.12(0.12)</td>
<td>135</td>
<td>1.59(0.18)</td>
<td>1.12(0.85)</td>
</tr>
<tr>
<td>Silty Clay Loam</td>
<td>89</td>
<td>1.32(0.18)</td>
<td>0.090(0.082)</td>
<td>0.482(0.086)</td>
<td>-2.08(0.59)</td>
<td>0.18(0.13)</td>
<td>40</td>
<td>1.36(0.12)</td>
<td>1.05(0.76)</td>
</tr>
<tr>
<td>Clay Loam</td>
<td>150</td>
<td>1.42(0.19)</td>
<td>0.079(0.076)</td>
<td>0.442(0.079)</td>
<td>-1.80(0.69)</td>
<td>0.15(0.12)</td>
<td>62</td>
<td>1.44(0.23)</td>
<td>0.91(0.19)</td>
</tr>
<tr>
<td>Silt</td>
<td>6</td>
<td>1.33(0.09)</td>
<td>0.050(0.041)</td>
<td>0.489(0.078)</td>
<td>-2.18(0.30)</td>
<td>0.22(0.13)</td>
<td>3</td>
<td>1.39(0.03)</td>
<td>1.64(0.27)</td>
</tr>
<tr>
<td>Clay</td>
<td>92</td>
<td>1.39(0.20)</td>
<td>0.098(0.107)</td>
<td>0.457(0.079)</td>
<td>-1.82(0.68)</td>
<td>0.10(0.07)</td>
<td>60</td>
<td>1.40(0.23)</td>
<td>1.17(0.92)</td>
</tr>
<tr>
<td>Sandy Clay</td>
<td>12</td>
<td>1.59(0.10)</td>
<td>0.117(0.114)</td>
<td>0.385(0.046)</td>
<td>-1.48(0.57)</td>
<td>0.08(0.06)</td>
<td>10</td>
<td>1.60(0.08)</td>
<td>1.06(0.89)</td>
</tr>
<tr>
<td>Silty Clay</td>
<td>29</td>
<td>1.36(0.15)</td>
<td>0.111(0.119)</td>
<td>0.481(0.080)</td>
<td>-1.79(0.64)</td>
<td>0.12(0.10)</td>
<td>14</td>
<td>1.33(0.16)</td>
<td>0.98(0.57)</td>
</tr>
</tbody>
</table>

*Number of soils per textural class.

Bulk density.
Mathematically, the SVM regression is formulated as:

\[
f(x, w) = \sum_{j=1}^{m} w_j g_j(x) + b
\]

where \(g_j(x), j = 1 \ldots m\) denotes a set of nonlinear transformations, \(w_j\) are associated weights and \(b\) is the bias term.

Similar to traditional regression methods, an SVM regression model is developed by minimizing the error in predictions during the training stage. The quality of each prediction for a noisy data set is measured by a novel error function known as the \(\varepsilon\)-insensitive loss function (Vapnik, 1995; 1998):

\[
L(y, f(x, w)) = \begin{cases} 
0 & \text{if } |y - f(x, w)| \leq \varepsilon \\
|y - f(x, w)| - \varepsilon & \text{otherwise}
\end{cases}
\]

The value of \(\varepsilon\) in the loss function dictates the sensitivity of the transformation to noise in the data. A value of \(\varepsilon\) equal to zero essentially converts the \(\varepsilon\)-insensitive loss function into a least-modulus loss function and Eq. [5] into the mean absolute error. It has been shown in many studies that a non-zero \(\varepsilon\) results in a good SVM regression (Vapnik, 1995; 1998). Figure 2 shows a schematic of the \(\varepsilon\)-insensitive loss function. Once the residuals are estimated using the \(\varepsilon\)-insensitive loss function, the cumulative training error can be described as:

\[
R(w) = \frac{1}{n_t} \sum_{i=1}^{n_t} L(y_i, f(x_i, w))
\]

The SVM regression performs a linear regression using \(\varepsilon\)-insensitive loss function while trying to reduce the SVMs structural complexity by minimizing \(\|w\|^2\) (Vapnik, 1995; 1998). This is achieved by introducing the non-negative slack variables \(\xi_i\) and \(\xi_i^*\), \(i = 1 \ldots n_t\) to measure the deviation of training samples outside the \(\varepsilon\)-insensitive zone (Fig. 2). Minimization of \(\|w\|^2\) influences the structural complexity of the SVM regression model because it influences the final estimate of hyperparameters which govern the structure of SVM model. Thus, the SVM regression is formulated as a minimization of the following function:

\[
\frac{1}{2} \|w\|^2 + C \sum_{i=1}^{n_t} (\xi_i + \xi_i^*)
\]

Subject to

\[
\begin{align*}
&y_i - f(x_i, w) - b \leq \varepsilon + \xi_i^* \\
&f(x_i, w) + b - y_i \leq \varepsilon + \xi_i \\
&\xi_i, \xi_i^* \geq 0, i = 1, ..., n_t
\end{align*}
\]

This optimization problem can be transformed into a dual problem (Vapnik, 1995), and its solution is given as:

\[
f(x) = \sum_{i=1}^{n_t} (\alpha_i - \alpha_i^*) K(x_i, x) + b
\]

such that

\[
0 \leq \alpha_i^* \leq C, 0 \leq \alpha_i \leq C
\]

where \(n_t\) is the number of points in the training data set and \(K(x_i, x)\) is a kernel function.

A number of kernels are available (Vapnik, 1995, 1998). The kernel function is a symmetrical function that satisfies the so-called Mercer’s conditions (Vapnik,
The performance of SVMs depends at least as strongly on the choice of a kernel as on a kernel’s parameterization (Wohlberg et al., 2006). In fact, the lack of a principled way to identify the optimal kernel is considered a main weakness of SVMs. In this study, we consider one of the most commonly used kernels, namely the Radial Basis kernel. The radial basis function is mathematically expressed in Eq. [9].

\[ K(x_i, x) = \exp \left( -\frac{\|x-x_i\|^2}{2\gamma^2} \right) \]  

[9]

where \( \gamma \) is the kernel parameter called as the kernel width. One may define the radial basis kernel by specifying the kernel width \( \gamma \) a priori. Readers are referred to Vapnik, (1995, 1998) for a detailed description.

During the training of SVM regression models, only certain data points in the training data set have non-zero coefficients in Eq. [8]. These points are also called as support vectors. The number of support vectors \( (n_{sv}) \) is a good indicator of how well the SVM model may perform on an unseen dataset. A larger percentage of support vectors will lead to over-fitting of the training data set and poor predictions in the testing data set, and a smaller percentage will lead to under-fitting. For optimally fitting SVM using a training data set, the percentage of support vectors should be around 50% (Hastie et al., 2001).

Support vector machine-based regression has been found to show an improved performance for some cases in the past (Wohlberg et al., 2006). The performance of the SVM regression depends on a good selection of the following so-called hyper parameters: cost \((C)\), insensitivity value \((\varepsilon)\) and the radial basis kernel width \((\gamma)\). The cost parameter \( C \) determines the tradeoff between the complexity of the SVM structure and the prediction error of the training set. For example, if the cost \( C \) is set too large, the resulting SVM regression would give minimal importance to the necessity of minimizing the SVM structure complexity.

This could result in over-fitting of the training data and poor generalization. The insensitivity parameter, \( \varepsilon \), controls the width of the insensitive zone. Larger values of \( \varepsilon \) lead to smaller numbers of support vectors, which can result in poor generalization.

In this research, the SVM regression was performed in two stages: (i) training and (ii) testing. Before training, the training data was standardized for zero mean and unit variance. The standardized training data was used to develop the SVM regression models. The mean and standard deviation values used for standardizing, was used in the later stages for de-standardizing the predictions. The training stage aims at finding the optimal estimates of cost, \( C \), insensitivity value, \( \varepsilon \) and the radial basis kernel width, \( \gamma \), to achieve the best generalization. During the testing stage, the ability of the trained SVM to predict final values is evaluated.

In the past, optimal estimations of the SVM hyper-parameters were performed using the following three procedures: (i) based on a priori knowledge and user expertise, (ii) using a thorough grid-based search approach, and (iii) using an analytical estimation based on the statistical properties of the training data. In this study, we have opted to use the grid-based search approach. The objective of the grid-search method is to obtain the optimal hyper-parameters by estimating the error in the predictions for a training data set for every possible combination of the hyper-parameters within a feasible hyper-parameter space. The hyper-parameter which results in a minimum training error was chosen as optimal. To estimate the training error, we used a five-fold cross-validation approach. Readers are referred to Hastie et al. (2001)

Fig. 3. Flowchart showing the steps involved during estimation of output when input data is fed to a trained SVM regression model. Note that the Steps (2), (3) and (4) are performed at the same instance when the appropriate kernel such as the radial basis kernel is used.
for a detailed explanation of the five-fold cross-validation approach. The optimal hyper-parameters for the SVMs were estimated by searching within the feasible parameter space. The feasible parameter space for each of the hyper-parameters was constructed using a set of minimum and maximum possible values that were assumed to be the following a priori ($0.0001 < C < 10000$, $0.0001 < \gamma < 100$, $0 < \varepsilon < 1$). We assumed the aforementioned range of hyper-parameters to be appropriate based on number of previous studies (e.g., Asefa et al., 2004; 2005). A mesh increment of 0.01 was selected for the grid search to ensure optimality of hyper-parameters and the computational efficiency.

**Performance Criteria**

At different stages of the PTF development, it is required to quantify the amount by which an estimated value differs from the 'true' value of the quantity being estimated. Such quantification describes how well the estimator describes the 'true' values. In this research, such differences between estimated values and the 'true' values are quantified using the following performance criteria: (i) root mean square error (RMSE), (ii) mean error (ME), and (iii) coefficient of determination ($R^2$).

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\xi_i - \zeta_i)^2}$$  \quad [10]$$

$$\text{ME} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\xi_i - \zeta_i)}$$  \quad [11]$$

$$R^2 = 1 - \frac{\sum_{i=1}^{N} (\xi_i - \bar{\xi})^2}{\sum_{i=1}^{N} (\zeta_i - \bar{\zeta})^2}$$  \quad [12]$$

where $N$ is the number of values, $\xi_i$ ($i = 1..N$) is the 'true' value of the quantity, $\bar{\xi}$ is the mean of the 'true' values and $\zeta_i$ ($i = 1..N$) are the corresponding estimated values.

**Support Vector Machine Methodology**

We developed new PTFs based on the SVM methodology for the saturated hydraulic conductivity [$\log(K_s)$] and the four parameters of the water retention function [$\theta_r$, $\theta_s$, $\log(a)$, and $\log(n)$]. The R statistical language was used for developing the SVM-based PTFs. Four SVM-based PTFs were developed for each set of soil hydraulic parameters by varying the input data predictors. The first set of PTFs (called S1) used sand, silt, and clay percentages as input predictors. The second set of PTFs (called S2) used bulk density, and sand, silt, and clay percentages as predictors, while the input data of the third set of PTFs (called S3) also included the water content at the pressure head of $-330$ cm. The last model (called S4) included the water content at the pressure head of $-15,000$ cm in addition to those predictors used for the third set of PTFs (S3). Pedotransfer functions for retention parameters were developed by training with the corresponding parameter data that were estimated by fitting the van Genuchten retention model to retention data of the soils (2134 soil samples). On the other hand, PTF for saturated hydraulic conductivity was trained using the measured saturated hydraulic conductivity values (1306 soil samples). Therefore, performance analysis of the PTFs using RMSE, $R^2$ and ME (Equations 10–12) was done by comparing the predicted values with fitted estimates [in case of $\theta_r$, $\theta_s$, $\log(a)$, and $\log(n)$] and measured values [in case of $\log(K_s)$].

Pedotransfer functions were developed by combining the SVM approach with the bootstrap method (Efron and Tibshirani, 1993). In the bootstrap method, a single dataset of size 'N' is randomly resampled with replacement to create 'B', statistically similar subsets also of size 'N', while each of the 'B' subsets contain about 63% of the parent data set (Schaap et al., 2001). Using each of these 'B' subsets (also called as training data set), PTFs were first trained. The trained PTFs were then tested using the 37% of the parent dataset that was not represented in the subset. Incorporating the bootstrapping method into the generation of PTFs has several advantages: (i) it allows for estimating uncertainty in the PTF prediction, and (ii) it creates complementary testing and training data sets. A 'B' value of 60 was used in our calibration, following Efron and Tibshirani (1993) who suggested a B value between 50 and 100 for a robust model. Each of the SVM-based PTFs comprised of 60 SVMs that were calibrated using the bootstrapped subsets of the original dataset. Predictions of the soil hydraulic parameters from 60 SVMs were first averaged to report the mean parameter estimates and their standard deviations. The mean value of the soil parameters from the 60 bootstraps were reported as the predictions from the PTFs.

For each of the PTFs used to predict the water retention parameters, we also compared the predicted values in the training and testing data sets with the corresponding fitted values for all of the 60 bootstraps using the RMSE criterion. In case of the PTF developed to predict the saturated hydraulic conductivity, we compared predicted values in the training and testing data sets with the corresponding measured estimates for all of the 60 bootstraps using the RMSE criterion. The mean of the RMSE in the training and testing data sets of the 60 bootstraps for each PTF was reported as the training and testing error.

It is of interest to analyze how the errors in the predicted soil hydraulic parameters translated in the accuracy of the water contents that may be estimated using these predicted parameters (Eq. (1a–1c)). For this purpose, we calculated RMSE and ME values between water contents estimated using parameters predicted by PTFs (S1–S4) and the measured water contents [20,574 $\theta(h)$ points]. To understand how these RMSE and ME values varied for water contents $\theta(h)$ as a function of pressure head $(h)$, we also calculated these values for water contents grouped using 10 suction classes between 0, 3.2, 10, 32, 100, 320, 1000, 3200, 10 000, 32000, and 10000 cm. It is important to note that water contents estimated by using parameters predicted by PTFs cannot be more accurate than those estimated by using fitted parameters that were used to develop the PTFs. The RMSE and ME were also estimated between the water contents estimated using the fitted parameters and the measured water contents for comparison purposes.

**RESULTS AND DISCUSSION**

**Development of Support Vector Machine-based Pedotransfer Functions**

The four SVM-based PTFs (S1, S2, S3, and S4) were developed using the procedure described above. Table 2 lists the summary statistics for the hyper-parameters of all PTFs, along with the percentage of training data set that represents support vectors. One may view support vectors as those records in the training data set providing the maximum value to the SVM method. It may be seen from Table 2 that all developed PTFs have an optimal number of support vectors around 50% of the training dataset which is also the recommended value (Hastie et al., 2001). The optimal percentage of support vectors was also reflected in the performance of SVMs on the training and testing data sets.
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Different support vector machine (SVM)-based pedotransfer functions (PTFs) for the training and testing data sets. 

Table 3. Root mean squared error (RMSE) of the water retention parameters and saturated hydraulic conductivities predicted by different support vector machine (SVM)-based pedotransfer functions (PTFs) for the training and testing data sets.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>PTF Model</th>
<th>Input data</th>
<th>Cost, C</th>
<th>Kernel width $\gamma$</th>
<th>Insensitivity $\epsilon$</th>
<th>Number of SV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_s$</td>
<td>S1</td>
<td>SSC</td>
<td>9.2 (3.35)</td>
<td>0.28 (0.1)</td>
<td>0.48 (0.14)</td>
<td>57.55 (8.76)</td>
</tr>
<tr>
<td>$\theta_s$</td>
<td>S2</td>
<td>SSS+Db</td>
<td>23 (2.1)</td>
<td>1.01 (0.05)</td>
<td>0.62 (0.2)</td>
<td>42.53 (16.05)</td>
</tr>
<tr>
<td>$\log(10)(\alpha)$</td>
<td>S2</td>
<td>SSS+Db</td>
<td>9.4 (2.97)</td>
<td>0.45 (0.35)</td>
<td>0.68 (0.3)</td>
<td>38.74 (21.61)</td>
</tr>
<tr>
<td>$\log(10)(n)$</td>
<td>S2</td>
<td>SSS+Db</td>
<td>22.6 (1.67)</td>
<td>0.27 (0.09)</td>
<td>0.5 (0.09)</td>
<td>41.61 (8.76)</td>
</tr>
<tr>
<td>$\log(10)(K_s)$</td>
<td>S2</td>
<td>SSS+Db</td>
<td>16.6 (2.44)</td>
<td>0.82 (0.32)</td>
<td>0.41 (0.25)</td>
<td>57.17 (23.03)</td>
</tr>
<tr>
<td>$\theta_s$</td>
<td>S3</td>
<td>SSC+Db+$\theta_{330}$</td>
<td>6.2 (3.35)</td>
<td>0.4 (0.1)</td>
<td>0.7 (0.14)</td>
<td>41.3 (8.76)</td>
</tr>
<tr>
<td>$\theta_s$</td>
<td>S3</td>
<td>SSC+Db+$\theta_{330}$</td>
<td>4.4 (2.1)</td>
<td>0.27 (0.05)</td>
<td>0.52 (0.2)</td>
<td>34.96 (16.05)</td>
</tr>
<tr>
<td>$\log(10)(\alpha)$</td>
<td>S3</td>
<td>SSC+Db+$\theta_{330}$</td>
<td>13.6 (1.67)</td>
<td>0.26 (0.09)</td>
<td>0.5 (0.09)</td>
<td>40.35 (8.76)</td>
</tr>
<tr>
<td>$\log(10)(n)$</td>
<td>S3</td>
<td>SSC+Db+$\theta_{330}$</td>
<td>16.6 (2.44)</td>
<td>0.16 (0.32)</td>
<td>0.51 (0.25)</td>
<td>43.83 (23.03)</td>
</tr>
<tr>
<td>$\theta_s$</td>
<td>S4</td>
<td>SSC+Db+$\theta_{330}$+$\theta_{15000}$</td>
<td>20 (3.56)</td>
<td>0.16 (0.18)</td>
<td>0.51 (0.15)</td>
<td>43.83 (9.5)</td>
</tr>
<tr>
<td>$\theta_s$</td>
<td>S4</td>
<td>SSC+Db+$\theta_{330}$+$\theta_{15000}$</td>
<td>8.8 (1.51)</td>
<td>0.16 (0.45)</td>
<td>0.4 (0.12)</td>
<td>48.86 (10.92)</td>
</tr>
<tr>
<td>$\log(10)(\alpha)$</td>
<td>S4</td>
<td>SSC+Db+$\theta_{330}$+$\theta_{15000}$</td>
<td>9.4 (2.79)</td>
<td>0.16 (0.3)</td>
<td>0.41 (0.11)</td>
<td>42.95 (8.5)</td>
</tr>
<tr>
<td>$\log(10)(n)$</td>
<td>S4</td>
<td>SSC+Db+$\theta_{330}$+$\theta_{15000}$</td>
<td>20.3 (5.6)</td>
<td>0.16 (0.12)</td>
<td>0.4 (0.07)</td>
<td>43.31 (4.53)</td>
</tr>
<tr>
<td>$\log(10)(K_s)$</td>
<td>S4</td>
<td>SSC+Db+$\theta_{330}$+$\theta_{15000}$</td>
<td>13.3 (3.29)</td>
<td>0.28 (0.11)</td>
<td>0.43 (0.22)</td>
<td>43.2 (19.12)</td>
</tr>
<tr>
<td>$\theta_s$</td>
<td>S4</td>
<td>SSC+Db+$\theta_{330}$+$\theta_{15000}$</td>
<td>8 (4.83)</td>
<td>0.34 (0.07)</td>
<td>0.42 (0.08)</td>
<td>40.41 (9.55)</td>
</tr>
<tr>
<td>$\theta_s$</td>
<td>S4</td>
<td>SSC+Db+$\theta_{330}$+$\theta_{15000}$</td>
<td>9 (2.26)</td>
<td>0.18 (0.21)</td>
<td>0.37 (0.11)</td>
<td>43.2 (17.76)</td>
</tr>
<tr>
<td>$\log(10)(\alpha)$</td>
<td>S4</td>
<td>SSC+Db+$\theta_{330}$+$\theta_{15000}$</td>
<td>20 (3.9)</td>
<td>0.17 (0.11)</td>
<td>0.51 (0.22)</td>
<td>43.53 (19.12)</td>
</tr>
<tr>
<td>$\log(10)(n)$</td>
<td>S4</td>
<td>SSC+Db+$\theta_{330}$+$\theta_{15000}$</td>
<td>6.4 (1.41)</td>
<td>0.21 (0.15)</td>
<td>0.37 (0.2)</td>
<td>45.13 (21.05)</td>
</tr>
</tbody>
</table>

As described in the methodology section, we estimated the RMSE of the predictions in the training and testing data sets for all the PTFs (Table 3). Table 3 shows that the performance of the PTFs for the training and testing data is very close, suggesting a near optimal training of the PTFs.

Table 4. Root mean squared error (RMSE) and $R^2$ values for the predicted soil hydraulic parameters with the corresponding values for the ANN-based ROSETTA which is given in Schaap et al. (2001). It was noted that the RMSE and $R^2$ values suggest a significant improvement in predictions obtained by all the SVM-based PTFs when compared with the ANN-based ROSETTA. Compared with ROSETA, SVM-based PTFs, using SSC as the input, shows the most improvement. Also, the extent of improvement in the soil hydraulic parameters predicted by SVM seems to be less and lesser with the number of inputs used in the PTFs.

Table 5 shows RMSE between the observed water contents and those estimated by using parameters predicted by ROSETTA and SVM-based PTFs. The RMSE estimates in Table 4 also indicate SVM-based PTFs are more accurate in predicting water contents. One may attribute this improvement in predictions due to one or both of the following reasons: (i) the improvement of SVM over ANNs or (ii) the superior structure of SVM-based...
PTFs over ROSETTA. The ANN-based ROSETTA predicts all four VG parameters using one single model (i.e., the ANN has four outputs corresponding to different parameters). In the case of the SVM-based PTFs developed here, there are four different models, each predicting one output (multi-model). It is our opinion that the multi-model approach provides SVM-based PTFs more flexibility, and could be one of the reasons why the SVM-based PTFs have lower prediction errors. To check if the observed improvement was due to multi-model nature of SVM-based PTFs or due to the superior structure of SVM compared with ANN, we need to do further research comparing single-model ANN, multi-model ANNs, single-model SVM and multi-model SVMs. This is a topic for future research.

**Uncertainty**

Estimations of uncertainty (such as standard deviation) in predictions by PTFs can be very useful, especially for further statistical and modeling studies. The user may view the uncertainty estimate as a measure of PTF’s reliability (e.g., Schaap, 2004). Since we used bootstrapping for the SVM-based PTFs, we can easily estimate standard deviations for the predicted soil hydraulic parameters. Figure 4 shows the distribution of mean ($\theta$) soil hydraulic parameters predicted by the S2 PTFs and the associated uncertainty ($\sigma$, standard deviation) as a function of soil texture for a specified bulk density of 1.3 g cm$^{-3}$. Here, we use the standard deviation to represent the uncertainty under the assumption that the errors are distributed normally, which may not necessarily be true. As already observed for ROSETTA by Schaap et al. (2001), the textural dependence of predicted parameter values concur with established knowledge. For example, $\theta_f$ increases for finer textures, while log($K_s$) increases for coarser textures. Standard deviations for the predicted values of soil hydraulic parameters show similarity. They are especially high for textures that are less well represented in the input data set (compare Fig. 1 with Fig. 4). This was consistently observed for predictions by all PTFs (S1-S4), indicating that gathering more information for textures that are less represented in the training dataset (such as silt) is a necessity.

**Water Contents and Saturated Hydraulic Conductivity**

The soil hydraulic parameters predicted using different SVM-based PTFs were used to estimate water contents at different pressure heads with the van Genuchten model. These predicted water contents were then compared with the corresponding measured values using RMSE. Table 5 summarizes RMSE of water contents and saturated hydraulic conductivities predicted using ROSETTA and the SVM-based PTFs for different input predictors. For saturated hydraulic conductivities, RMSE of predictions by ROSETTA and SVM are comparable for lower-order PTFs which use only textural information and bulk density. However, when retention data points are also included into the PTFs training (as in S3 and S4), the SVM-based PTFs show considerable improvement. Compared with ROSETTA, RMSE for water contents predicted by the SVM-based PTFs decreased by 10 to 25% for different PTFs. Compared with other PTFs, Table 5 indicates that the hydraulic conductivities predictions by SVM-based PTFs show only a marginal improvement over ROSETTA.

Figure 5 shows RMSE between water contents estimated using parameters predicted by PTFs (S1-S4) and the measured water contents as a function of the pressure head. A similar analysis was performed by Schaap et al. (2001). The figure also shows the RMSE for the water contents estimated by using the fitted parameters. Naturally, one may expect that the water contents predicted by the PTFs cannot be more accurate than those estimated by using the fitted parameters. Compared with the results of ROSETTA (Schaap et al., 2001), the SVM-based PTFs show improvements for different pressure head intervals. Out of all the PTFs, only S4 performs better at lower pressure heads ($< -32,000$ cm), while all other PTFs seem to have poor performance at these pressure heads. It is important to note that we had only 28 points below the pressure head of $-32,000$ cm. Thus, the poor performance of PTFs at lower pressure heads could be a statistical problem.

Figure 6 depicts the ME for water contents estimated using the parameters predicted by the SVM-based PTFs as a function of pressure head. The ME for the water contents estimated using the RETC-fitted parameters is also shown. Clearly, the RETC-fitted parameters show minimal ME indicating minimal bias in the estimated water contents. The water contents estimated using the parameters predicted by the SVM-based PTFs show relatively more bias. The water contents are overestimated near saturation (especially when log($h$) < 0.5 cm) and underestimated at lesser saturations. It was observed that this trend is very similar to ME of the water contents estimated by using ROSETTA (Schaap et al., 2001). However, the absolute ME value of the water contents estimated using parameters predicted by SVM-based PTFs indicate lesser bias than those estimated using parameters estimated by ROSETTA. Similarly in Fig. 6, the ME of the estimated water contents seems to be reduced as more predictors are used in the corresponding PTF.

**SUMMARY AND CONCLUSIONS**

The SVM methodology was successfully applied to develop PTFs that used different input predictors to estimate soil hydraulic parameters. These PTFs utilize some or all of the following predictors: sand, silt, and clay percentages, bulk density and retention data at one or two points (at the field capacity and the wilting point). Bootstrapping was performed to allow for the estimation of uncertainty in the predictions. It was observed that an increase in the number of predictors resulted in improved predictions by PTFs. It was also observed that the predictions by the SVM-based PTFs showed considerable improvement over ROSETTA.
However, we note that large uncertainties in PTFs’ estimates remain due to the lack of data for some textural classes (such as silt) in the training. This limitation underscores the need for gathering more information, especially for fine-textured classes (see Table 1). One may also expect that the performance of PTFs would improve if additional information, such as the organic matter content, soil structure and chemical properties, was available. However, as noted by Schaap et al. (2001), care should be taken to avoid predictors that are difficult to measure or are not commonly measured because this may put the very idea of PTFs in jeopardy.

Fig. 4. Distribution of estimated parameter values (a, c, e, g, and i) and the associated uncertainties (b, d, f, h, and j) for the SVM based PTF S2 that uses sand, silt and clay percentages and the bulk density of 1.3 g cm$^{-3}$.
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