
www.VadoseZoneJournal.org

SensiƟ vity Analysis of Soil 
Fumigant Transport and 
VolaƟ lizaƟ on to the Atmosphere
Interest in the use of vadose zone transport models for fumigant risk assessment is increas-
ing. Good modeling pracƟ ce includes an assessment of model sensiƟ vity and output uncer-
tainty. This computaƟ onal study evaluated the sensiƟ vity of HYDRUS-1D- and HYDRUS 
2D/3D-simulated fumigant cumulaƟ ve fl ux, maximum 6-h period mean fl ux density, and 
soil gas concentraƟ ons to 15 model input variables using Monte Carlo LaƟ n hypercube 
analysis. The input variables included fumigant physicochemical properƟ es, agricultural 
fi lm (tarp) properƟ es, and soil properƟ es. Three diff erent applicaƟ on scenarios were inves-
Ɵ gated: tarped broadcast, tarped bedded shank injecƟ on, and a tarped drip line-source 
applicaƟ on. Model sensiƟ vity to iniƟ al water content (θ i), saturated water content (θs), and 
tarp permeability varied among scenarios depending on the relaƟ ve importance of soil 
gas diff usive resistance and tarp mass transfer resistance to fumigant volaƟ lizaƟ on. Model 
outputs were sensiƟ ve to fumigant air–water parƟ Ɵ on and gas-phase diff usion coeffi  cients, 
two parameters that probably have a small contribuƟ on to overall modeling uncertainty 
because accurate esƟ maƟ on methods for these parameters are available. SensiƟ viƟ es to 
the fumigant degradaƟ on rate were high in all scenarios, and sensiƟ vity to tarp perme-
ability was high only when substanƟ al volaƟ lizaƟ on occurred from the tarped porƟ on of 
soil surfaces. ExisƟ ng literature data for both degradaƟ on and tarp permeability are highly 
variable; parameterizing these processes using literature esƟ mates may contribute sub-
stanƟ ally to model uncertainty. In several cases, the highest output sensiƟ viƟ es were to 
θs. For model comparisons to site-specifi c fi eld data, soil texture-based esƟ mates of θs are 
potenƟ ally large contributors to model uncertainty; direct measurement is recommended.

Soil fumigants accounted for >20% of the 65 million kg of pesticide active 
ingredients applied in 2009 California production agriculture. Application rates are on 
the order of 100 kg ha−1 and methods vary, including broadcast subsurface shank injection 
at 25- to 60-cm depths, bedded shank injection, and chemigation applications through 
surface and subsurface drip irrigation systems. Agricultural plastic fi lms (“tarps”) are 
usually used to cover the soil surface, either partially or completely, to reduce fumigant 
volatilization into the atmosphere.

Volatile organic compound emissions, including those from fumigants, are regulated in 
areas of California that do not meet ozone air quality standards because they are ozone 
precursors (Marty et al., 2010). Post-application emissions vary by fumigant and applica-
tion method, and are quantifi ed by the cumulative fl ux or emission ratio (cumulative fl ux/
fumigant applied). Peak emissions are used to estimate off -site air concentrations, which in 
turn serve as the basis for buff er zones to limit bystander exposure (Sullivan et al., 2004). 
Agronomists concerned with effi  cacy typically evaluate soil gas concentrations and their 
persistence in the soil profi le (Ha et al., 2009).

Field studies to estimate fumigant fl ux are expensive and generally yield uncertain fl ux esti-
mates (Majewski, 1997; Ross et al., 1996; Wang et al., 2006; Sullivan et al., 2004). Interest 
in fumigant transport modeling is increasing, and several models have been used to esti-
mate laboratory- and fi eld-scale fumigant transport and volatilization from soils, including 
CHAIN-2D (Šimůnek and van Genuchten, 1994), HYDRUS-1D (Šimůnek et al., 2008a), 
HYDRUS 2D/3D (Šimůnek et al., 2011), and HWC-MODEL (Ha et al., 2009). Th e gov-
erning equations and associated boundary conditions for simultaneous solution of transient 
water fl ow and convective–dispersive transport of heat and solute are quite similar among 
most vadose zone transport models. Critical aspects of simulating fumigant transport in 
the vadose zone, however, also include the strong temperature dependence of tarp perme-
abilities (Papiernik et al., 2011), post-application tarp perforation and subsequent removal, 
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and the requirement for two volatilization boundary conditions 
in situations where only a portion of the fi eld is covered by a tarp. 
Both HYDRUS-1D (Šimůnek et al., 2008a) and HYDRUS 2D/3D 
(Šimůnek et al., 2011) simulate tarp dynamics, while HYDRUS 
2D/3D also simulates dual surface volatilization boundary condi-
tions and complex fi eld geometries in two or three dimensions. Sev-
eral recent studies have used the HYDRUS models or their legacy 
DOS-based precursor CHAIN-2D to describe fumigant transport 
(Luo et al., 2012; Yates et al., 2012; Luo et al., 2011; Yates, 2009; 
Cryer and van Wesenbeeck, 2009, 2010).

Sensitivity analysis is a basic component of model evaluation 
(Crout et al., 2008; Warren-Hicks et al., 2002; van den Berg et 
al., 2008). Ha et al. (2009) evaluated the sensitivity of 1- and 2-d 
methyl isothiocyanate soil gas concentrations to temperature-
dependent partitioning and degradation parameters in a study of 
tarped raised beds. Th e degradation rate was more important than 
Henry’s Law constant or the gas-phase diff usion coeffi  cient in that 
study. Cryer and van Wesenbeeck (2010) evaluated the sensitivity 
of cumulative fl ux to various parameter groups using the legacy 
model CHAIN-2D for a single application scenario. Th ey con-
cluded that soil water content and tarp properties were among the 
most important parameters controlling cumulative fl ux based on 
rank correlations between inputs and outputs. Neither study pro-
vided detailed sensitivities of multiple output variables in multiple 
application scenarios.

Th e objectives of this study were to: (i) determine quantitative 
sensitivities of HYDRUS-1D- and HYDRUS 2D/3D-simulated 
fumigant cumulative fl ux, period mean fl ux densities, and soil gas 
concentrations to 15 key model inputs in three application scenar-
ios, (ii) interpret those sensitivities from a mechanistic standpoint, 
and (iii) qualitatively evaluate potential sources of uncertainty in 
the model output based on the sensitivity analysis. Th ese results 
will inform sampling strategies for designed studies to compare 
fi eld-based and model-simulated fl ux estimates and facilitate inter-
pretation of simulation results.

Methods
Overview
Two analyses were conducted in this computational study. A pre-
liminary analysis evaluated the sensitivity of the fumigant eff ective 
gas-phase diff usion coeffi  cient in soil (Deff , Eq. [6] below) and the 
eff ective soil–air surface boundary layer mass transfer coeffi  cient 
(KMTC, Eq. [8] below) to seven variables (Table 1) using a Monte 
Carlo Latin hypercube sensitivity analysis method. Th is preliminary 
analysis aided interpretation of the relative importance of diff usive 
resistance vs. surface mass transfer resistance to post-application fumi-
gant volatilization in the second full sensitivity analysis.

Th e second analysis used the Latin hypercube method to evalu-
ate the relative sensitivity of 50-d cumulative fl ux, maximum 6-h 

average fl ux density (μg cm2 d−1), and maximum shallow soil gas 
concentration (μg cm−3) to 15 input variables. Th e input variables 
included fumigant physicochemical properties, properties of the 
tarp, soil properties, and amplitude of soil surface diurnal tem-
perature fl uctuations (Table 1). Each application was simulated 
to occur at 0600 h. Maximum 6-h mean fl ux densities were deter-
mined for post-application periods of 0600 to 1200 h, 1200 to 
1800 h, 1800 to 2400 h, etc., such as would be reported for a typical 
fi eld fl ux experiment. Th ree fumigant application scenarios were 
considered: a fully tarped broadcast application simulated with a 
one-dimensional modeling domain (broadcast scenario, Fig. 1a), 
a tarped bedded shank application with untarped furrows simu-
lated with a two-dimensional modeling domain (bed scenario, Fig. 
1b), and an under-tarp bedded drip application simulated using a 
line source representation in a two-dimensional modeling domain 
(drip scenario) (Fig. 2).

SimulaƟ on of Water, Solute, and 
Heat Transport
Both HYDRUS programs simultaneously solve the Richards equa-
tion for variably saturated water fl ow and the advection–dispersion 
equations for heat and solute transport. Solutions to those fl ow 
and transport equations are solved numerically subject to specifi ed 

Table 1. Input variables used in the sensitivity analyses.

Variable† Description Median
Range 
(min.–max.)

d, cm† boundary layer thickness 425 50–800

dEa, J mol−1 K−1 boundary layer 
activation energy −40,000 −60,000 to 

−20,000

ΔT, °C
daily temperature 

amplitude 12.5 5–20

Dg, cm2 d−1† gas-phase diff usion 
coeffi  cient 8,250 6,500–10,000

DgEa, J mol−1 K−1 Dg activation energy 4,650 4,500–4,800

λw, cm longitudinal dispersivity 10.5 1–20

Dw, cm2 d−1 aqueous-phase diff usion 
coeffi  cient 0.85 0.7–1.0

k1, d−1 degradation rate constant 0.36 0.03–0.69

k1Ea, J mol−1 K−1 k1 activation energy 52,500 40,000–65,000

Kh† air–water partition 
coeffi  cient 0.15 0.05–0.25

KhEa, J mol−1 K−1 Kh activation energy 30,000 20,000–40,000

Kd, mL g−1† soil–water partition 
coeffi  cient 0.206 0.0375–0.375

ρb, g cm−3† soil bulk density 1.54 1.28–1.80

θ i, cm3 cm−3† initial soil water content 0.13 0.06–0.20

θs, cm3 cm−3†
saturated soil water 

content 0.42 0.30–0.54

† Included in both preliminary sensitivity analyses of eff ective diff usion coef-
fi cient Deff  and surface mass transfer coeffi  cient KMTC and main sensitiv-
ity analysis. All others used in main sensitivity analysis only.
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boundary conditions using Galerkin-type linear fi nite elements 
in one (HYDRUS-1D), two, or three dimensions (HYDRUS 
2D/3D) depending on the problem (Šimůnek et al., 2008b). Th e 
heat transport equation considers conduction and convection with 
fl owing water, while the solute transport equations consider advec-
tive and diff usive–dispersive transport in the liquid phase and dif-
fusion in the gas phase.

For all simulations, the relationship between soil water content (θ) 
and pressure head (h) was
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where θr is the residual water content (cm3 water cm−3 bulk soil), 
θs is the saturated water content, and α (cm−1) and n are empirical 
constants (van Genuchten, 1980).

Th e Water Linear Reduction gas-phase tortuosity model (Moldrup 
et al., 2000) was used to describe gas-phase tortuosity, τg, in all 
simulations:
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where θs in this case represents total porosity and av is the air-fi lled 
porosity (cm3 air cm−3 bulk soil). Tortuosity reduces the eff ec-
tive gas-phase diff usion of a fumigant in soil relative to that in air. 
Fumigant gas-phase diff usive fl ux density in the soil is proportional 
to the spatial concentration gradient:
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where J is fl ux density (μg cm−2 d−1) in the x direction, Dg is the 
fumigant diff usion coeffi  cient in air (cm2 d−1), and Cg is the fumi-
gant gas-phase concentration (μg cm−3 air), which is related to the 
total soil fumigant concentration CT (aqueous + sorbed + gas, μg 
cm−3 soil) through an equilibrium partition coeffi  cient Rg:
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where Kd (mL g−1) is the linear equilibrium soil water distribution 
coeffi  cient, ρb is soil bulk density (g cm−3), and Kh is the dimen-
sionless air–water partition coeffi  cient. When the spatial gradient 
in CT is used in Eq. [3], the corresponding eff ective fumigant gas-
phase diff usion coeffi  cient Deff  in bulk soil is obtained by combin-
ing Eq. [2–5]:
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where θ is soil water content and av is assumed equal to θs − θ. Th e 
eff ective diff usion coeffi  cient Deff  is applicable to total fumigant 
concentration and accounts for tortuosity of the air-fi lled soil pore 
space, the reduction in cross-sectional area due to the presence of 

Fig. 1. (a) One-dimensional tarped broadcast and (b) two-dimen-
sional tarped bedded shank application modeling domains. Th e one-
dimensional fi gure shows nodal density on the left , initial fumigant 
distribution on the right. Width (a) and diameter (b) of initial fumi-
gant distribution was ?15 cm.

Fig. 2. Two-dimensional tarped bed drip domain (line source 
representation). Initial soil profi le temperature conditions at 0600 h 
on day of application shown. Defi ned mesh line used to evaluate water 
fl uxes out of the bed.
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the soil solid phase, and fumigant partitioning among the solid, 
aqueous, and gas phases.

Boundary CondiƟ ons
Atmospheric water fl ow boundary conditions (BCs) were applied at 
the top surface of all modeling domains. Th e potential fl ux in that 
BC is controlled by external specifi ed time-variable precipitation 
and potential evaporation fl uxes (Šimůnek et al., 2011). No precipi-
tation was simulated in any of the scenarios. Th e potential evapo-
rative fl ux was set to zero for the tarped portion of each modeling 
domain, while daily potential evaporation of 6.8 mm was used for 
the untarped portion of the soil surfaces. Th is potential evaporation 
corresponds to early summer reference evapotranspiration rates in 
California’s San Joaquin Valley and was simulated between 0700 
and 1700 h daily, with the maximum rate between 1000 and 1600 
h. For atmospheric BCs, actual evaporation is also determined by a 
limiting critical pressure head at the soil surface. Below that critical 
pressure head, actual evaporation is less than potential evaporation. 
Th at critical pressure head was defi ned as the HYDRUS default of 
−15,000 cm based on preliminary simulations that showed minimal 
eff ect of that parameter. At the lower boundary, a unit hydraulic 
gradient (free drainage) BC was applied in all scenarios.

A stagnant layer volatile solute BC was applied at the top of all model-
ing domains. Th at BC describes fumigant surface volatilization fl ux 
density J (μg cm−2 d−1) through a boundary of thickness d (cm) as
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where Cg(0) and Cg(d) are the solute gas-phase concentrations at 
the soil surface and at the top of the equivalent boundary layer 
of thickness d, respectively, and kMTC (cm d−1) is a fi rst-order 
mass transfer coeffi  cient (Jury et al., 1983). Th e value of Cg(d) 
was assumed equal to zero in all cases. Th e equivalent boundary 
layer thickness d has no physical meaning but represents a mass 
transfer resistance at the soil surface. Appropriate d values may 
be estimated for any fumigant–tarp combination from standard 
tarp kMTC measurements (Papiernik et al., 2011). For untarped 
bare soil areas, d = 0.5 cm was assumed (Jury et al., 1983), while d 
values ranging up to 800 cm were used to simulate mass transfer 
resistance in tarped regions based on polyethylene tarp fumigant 
permeability data (Papiernik et al., 2011). At the bottom of each 
modeling domain, the solute BC was a Cauchy (third-type) BC, 
where fumigant fl ux out of the domain is the product of the fumi-
gant aqueous concentration and water fl ux.

Combining Eq. [5] and [7] gives the eff ective mass transfer coef-
fi cient KMTC applicable to the total fumigant concentration CT 
(Jury et al., 1983):
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Soil surface temperature was assumed to vary sinusodially with time:
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where t is time (d), T0 is the average temperature, assumed here to 
be 25°C, and ΔT is the amplitude of the daily fl uctuation. Default 
volumetric heat capacities for soil constituents and default thermal 
conductivity parameters for sands (Chung and Horton, 1987) were 
used. Th e volume fraction of soil mineral components for each 
simulation was specifi ed as (1 − θs).

Th e temperature dependence of the diff usion coeffi  cients, air–water 
distribution constant, degradation rate constant, and boundary 
layer depth d were simulated using an Arrhenius-type relationship 
(Šimůnek et al., 2011):
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where xi,T is the value of the desired coeffi  cient at temperature T 
(K), xi,r is the value at the reference temperature Tr = 293 K, R is 
the universal gas constant = 8.314 J mol−1 K−1, and Ea (the “acti-
vation energy,” J mol−1) is the proportionality constant between 
ln(xi) and the reciprocal temperature. While the various Ea values 
in Table 1 are not true activation energies in a chemical thermody-
namic sense, the “activation energy” terminology is retained here 
to maintain consistency with the historical Arrhenius relationship.

Fumigant ApplicaƟ on Scenarios and 
IniƟ al CondiƟ ons
Th e geometric confi guration of the one-dimensional broadcast, 
two-dimensional bed, and two-dimensional drip applications, 
discretization, and initial fumigant concentration conditions are 
shown in Fig. 1 and 2. Soil profi les were uniform, and the vertical 
modeling domain depths were arbitrarily chosen as 100 cm based 
on preliminary simulations that demonstrated little eff ect of depth 
on fumigant volatilization fl ux beyond that value. Th e initial profi le 
soil temperature in each scenario was taken as the fi nal temperature 
distribution obtained in 5.25-d preliminary simulations using an 
average soil temperature of 25°C and an amplitude of 12.5°C (Eq. 
[9]). In all scenarios, 100 kg ha−1 applications were simulated at 
0600 h on Day 1. All simulations were conducted for an arbitrary 

“long” period of 50 d to ensure complete fumigant volatilization 
or degradation. Observation nodes were defi ned in each modeling 
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domain to obtain simulated soil gas concentrations at the end of 
each 6-h interval (Fig. 1 and 2). Th e observation nodes were situated 
approximately 50 cm away from the region where the fumigant was 
applied (Fig. 1 and 2). For the bed and broadcast applications, these 
nodes were near the tarp surface; in the drip scenario, the nodes 
were below the drip line source. Th e end-of-simulation fumigant 
mass balance errors for 1200 simulations in each scenario, expressed 
as percentage of the initial application, were 0.2, 0.4, and 0.7% 
(broadcast), 0.7, 1.0, and 1.5% (bed), and 0.7, 1.0, and 1.5% (drip) 
for the 10th, 50th, and 90th percentile, respectively.

A majority of California fumigant applications occur in sandy 
loam soils (Johnson and Spurlock, 2009), and average values for 
the sandy loam texture for residual water content θr (0.039), α 
(0.029 cm−1), n (1.45) (Schaap et al., 2001), and saturated hydrau-
lic conductivity Ks (106 cm d−1) (Carsel and Parrish, 1988) were 
used in all simulations. Saturated water content θs was varied to 
determine the model output sensitivity to that variable (Table 1).

In the drip scenario, the fumigant chemigation was simulated with 
a water application of 288 cm2 during 13.2 h, corresponding to a 
drip-line water application rate of 4.4 L m−1 h−1. Th e application 
was simulated through a 2.5-cm-diameter line source 1 cm below 
the soil surface (Fig. 2). Th e fumigant concentration was 373 μg 
L−1 and the water temperature was 12°C.

LaƟ n Hypercube SensiƟ vity Analysis
Latin hypercube sampling is effi  cient in obtaining representative 
samples across the entire input parameter space (McKay et al., 1979). 
Th e Latin hypercube sensitivity analysis method used in this study 
was similar to that reported by van Griensven et al. (2006), originally 
adapted from the basic method of Morris (1991). For a model output 
M that is a function of N input parameters (x1, ..., xN), a sensitivity 
index Si is defi ned that describes the eff ect of a perturbation Δxi of 
model input xi, with the remaining parameters xji constant:
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Th e individual Si are point estimates of the normalized partial 
derivative of M with respect to xi, so are local measures of sensi-
tivity. Latin hypercube sampling was used to estimate the mean 
Si (denoted here as μi) across the entire N-dimensional parameter 
hyperspace. Th e standard deviation of Si (= σi) across that same 
parameter space provides a measure of the interaction between xi 
and the other inputs and of the nonlinear eff ect of xi on the depen-
dent variable M (Morris, 1991; Saltelli et al., 2005).

Th e procedure for estimating μi and σi was to (i) randomly select a 
single value from each decile of each of the N assumed uniform xi 

distributions, (ii) form 10 vectors of input parameters (x1, ..., xN) by 
randomly selecting one xi without replacement from each sample 
drawn in the fi rst step, (iii) run the model using each of those 10 (x1, 
..., xN) input vectors, and (iv) again run the model using each of the 
10 input vectors but with the perturbed value xi + Δxi substituted 
for xi. Th us, for each xi, 20 model runs were conducted, yielding 10 
estimates of Si. Th e perturbations Δxi were taken as ±10% of the 
base xi, with the sign of the perturbation randomly selected.

For both the preliminary and full sensitivity analyses, a single trial 
consisted of estimating 10 Si for each of the input variables (Table 
1). Results from four trials were then used to calculate the mean 
sensitivities μi and standard deviation σi for each input variable–
dependent output variable combination. In the preliminary sensi-
tivity analysis, Deff  (Eq. [6], six input variables) and KMTC (Eq. [8], 
seven input variables) were the dependent variables (M, Eq. [11]), 
and that analysis was conducted using a spreadsheet.

In the second main sensitivity analysis, there were 15 input vari-
ables × 20 simulations per variable = 300 HYDRUS simulations 
per trial for each modeling scenario (broadcast, bed, and drip). Th e 
dependent variables were cumulative fl ux, maximum 6-h fl ux den-
sity, and soil gas concentration.

Input Variables Evaluated in 
SensiƟ vity Analyses
Th e preliminary analysis estimated sensitivities Si of Deff  (Eq. [6]) 
and KMTC (Eq. [8]) with respect to Dg, Kh, ρb, Kd, d, θ , and θs 
(Table 1), while the second analysis evaluated the sensitivity of 
HYDRUS outputs to all 15 variables listed in Table 1. Each chemi-
cal property input was assigned a uniform distribution based on the 
approximate ranges of published or estimated data for 1,3-dichlo-
ropropene, chloropicrin (trichloronitromethane), methyl bromide, 
and methyl iodide (Table 1). Ranges for aqueous and gas-phase 
fumigant diff usion coeffi  cients (Table 1) were based on estimates 
from the on-line SPARC calculator (http://archemcalc.com/sparc.
php, Hilal et al., 2003a, 2003b), while the gas-phase diff usion 
activation energy was calculated from SPARC Dg estimates as a 
function of temperature. Th e range of dimensionless Henry’s Law 
constants were obtained from the literature (Kim et al., 2003; Glew 
and Moelwyn-Hughes, 1953; Ruzo, 2006). Henry’s Law activation 
energies were measured or estimated from enthalpy of vaporiza-
tion data (USEPA. 2001; Kim et al., 2003; Chickos and Acree, 
2003; Glew and Moelwyn-Hughes, 1953). Th e range of fumigant 
soil degradation rates were based on the compilation of Dungan 
and Yates (2003), and the range of degradation activation energies 
were based on the variation in aerobic degradation rates with tem-
perature reported by Dungan and Yates (2003), Gan et al. (2000), 
and Guo and Gao (2009). Th e range for soil water partition coef-
fi cients was calculated using organic C normalized soil partition 
KOC data from the California Department of Pesticide Regulation 
pesticide chemistry database of registrant data submissions and 
the EU FOOTPRINT database (http://sitem.herts.ac.uk/aeru/
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footprint/en/), assuming a soil mass fraction organic C of 0.005. 
While enhanced vapor sorption coeffi  cients have been reported for 
very dry soil conditions, we assumed this mechanism to be of minor 
importance in our scenarios due to (i) fumigant label preapplication 
requirements that specify soil water contents at the 20-cm depth 
of at least 50% of the available water content, (ii) the presence of a 
tarp fully or partially covering the soil surface, which minimizes 
evaporation, (iii) low clay contents of sandy loam soils (<20%), and 
(iv) the small and nonpolar nature of fumigant molecules, especially 
methyl bromide, 1,3-dichloropropene, and methyl iodide. Th ese 
factors reduce sorption enhancement eff ects (Petersen et al., 1996).

Th e uniform initial soil water content θ i spanned the approximate 
range of 50 to 75% of sandy loam water contents at fi eld capacity 
(h = −300 cm) as calculated from data in the UNSODA data-
base (Leij et al., 1996). Th e range of saturated water contents and 
bulk densities were chosen from UNSODA data for sandy loam 
soils. In the preliminary analysis, the uniform distribution of θ i
(Table 1) was used as the sampling distribution for θ in Eq. [6] 
and [8]. Th e dispersivity maximum and minimum were based on 
approximate ranges for soil columns and fi eld soils (Radcliff e and 
Šimůnek, 2010, p. 249–346). Th e boundary layer depth and activa-
tion energy d and dEa were calculated from the polyethylene tarp 
permeability data of Papiernik et al. (2011). Th e upper bound for 
the daily temperature amplitude of 20°C was based on reported 
under-tarp fi eld temperature data (Yates et al., 2002).

Results
IniƟ al SensiƟ vity Analysis of the 
Gas-Phase Diff usion and Boundary Layer 
Mass Transfer Coeffi  cients
The sensitivity analysis of Deff (Eq. [6]) and KMTC (Eq. [8]) 
assumed isothermal conditions, so the resulting μi are only a gen-
eral guide to the relative importance of input variables to the simu-
lated processes. As expected from Eq. [6] and [8], the respective 
sensitivities of Deff  and KMTC to Kh, Dg, Kd, and ρb were identi-
cal (Table 2). Sensitivities to ρb and Kd were essentially identical 
because these variables only occur together as a product in both Eq. 
[6] and Eq. [8]. Th e principal diff erences between Deff  and KMTC
were their sensitivities to θ and θs, and to d, which only appears in 
Eq. [8]. Both θ and θs infl uence fumigant partitioning through the 
denominator of both equations, but partitioning eff ects on Deff  are 
overshadowed by their role in determining tortuosity. Hence, dif-
fusive transport is particularly sensitive to both θ and θs (Table 2).

General Comparison of the 
Modeling Scenarios
Across all 1200 simulations for each scenario, median 50-d 
emission ratios for the broadcast, bed, and drip application sce-
narios were 0.10 (0.02 and 0.33 for the 10th and 90th percen-
tiles, respectively), 0.21 (0.05 and 0.50) and 0.32 (0.17 and 0.61), 
respectively (Fig. 3a). In the bed scenario, the majority of fumigant 

volatilization occurred from the untarped portion of the soil sur-
face; the median fraction of total cumulative volatilization from 
the untarped soil area was 0.90 (0.83 and 0.94 for the 10th and 
90th percentiles, respectively). In contrast, the fraction of total 
volatilization from untarped soil in the drip scenario was only 
0.11 (0.02 and 0.28 for the 10th and 90th percentiles, respectively). 
Maximum 6-h mean fl ux densities displayed the same trend among 
scenarios as the emission ratios, with medians of 56 μg cm−2 d−1

for the broadcast scenario, 132 μg cm−2 d−1 in the bed scenario, 
and 286 μg cm−2 d−1 in the drip scenario (Fig. 3b). Maximum 
soil gas concentrations were similar among scenarios, with median 
concentrations of 1 to 2 μg cm−3 (Fig. 3c).

General diff erences in temporal fl ux dynamics and gas concentra-
tions at the observation points among the three application sce-
narios are illustrated in Fig. 4. Th ese simulations used the median 
of each input variable (Table 1). For each scenario, the temporal 
fl ux patterns across all 1200 simulations were generally similar to 
those shown in Fig. 4a. In the drip scenario, the maximum 6-h 
mean fl ux density always occurred in the aft ernoon (1200–1800 
h) or evening (1800–2400 h) of the day of application, and those 
fl uxes were generally quite high compared with the bed and broad-
cast scenarios. In the bed scenario, 25% of maximum period mean 
fl ux densities occurred during the second (1200–1800 h) period on 
the day of application, but the majority (60%) were during 0600 to 
1200 or 1200 to 1800 h during Day 2. Th e timing of the maximum 
period mean fl ux density in the broadcast scenario was similar to 
the bed scenario, but the magnitude of those peak fl uxes was gener-
ally lower (e.g., Fig. 4a).

Gas concentrations at the observation points were “instantaneous” 
concentrations at the end of each 6-h period. While the drip sce-
nario observation node was located 45 cm below the drip line, 
these concentrations were generally comparable in magnitude to 

Table 2. Mean (μi) and standard deviation (σi) of eff ective gas-phase 
diff usion coeffi  cient (Deff , Eq. [6]) and boundary layer mass-transfer 
coeffi  cient (KMTC, Eq.[8]) sensitivities to independent variables in the 
preliminary analysis.

Variable†

Deff KMTC

μi σi μi σi

d – – −0.99 0.05

ρb −0.62 0.17 −0.62 0.17

Kd −0.62 0.15 −0.62 0.15

θ i −1.44 0.59 −0.24 0.10

θs 2.62 0.79 −0.14 0.07

Kh 0.90 0.09 0.90 0.09
Dg 0.99 0.05 0.99 0.05

† d, boundary layer thickness; ρb, soil bulk density; Kd, soil–water partition 
coeffi  cient; θ i, initial soil water content; θs, saturated soil water content; 
Kh, air–water partition coeffi  cient; Dg, gas-phase diff usion coeffi  cient.
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the shallow concentrations simulated in the other two scenarios 
(Fig. 4b). Th ere was a strong diurnal signal in the shallow gas con-
centrations but much less so in the drip scenario. Th is was attribut-
able to the lower temperature fl uctuations at the deeper depth (Fig. 
4c). Th e simulated concentrations were comparable to shallow gas 
concentrations measured in fi eld studies when normalized by the 
application rate (Gao et al., 2008; Gao and Trout, 2007).

Water fl ow out of the bottom of the profi le was generally very low 
in the broadcast and bed scenarios. In simulations using median 
input variables, the cumulative water fl ux at 50 d was 0.035 and 
0.038 cm, respectively, the latter being the average fl ux across the 
bottom of the bed domain boundary. Deep drainage was higher in 
the drip scenario, with a cumulative drainage fl ux of 0.15 cm (aver-
age across the bottom domain boundary), and this corresponded to 

Fig. 3. Box plots of (a) emission ratio, (b) maximum 6-h fl ux density, 
and (c) maximum fumigant soil gas concentration Cg for broadcast, 
bed, and drip application scenarios, showing median (center line), 
quartiles (box boundaries), 10th and 90th percentile (whiskers), and 
5th and 95th percentiles (symbols) based on N = 1200 simulations 
for each scenario.

Fig. 4. Illustrative comparison of (a) simulated maximum 6-h mean fl ux 
densities, (b) maximum post-application soil gas concentrations Cg, and 
(c) soil temperature fl uctuations at the 5- and 45-cm depths. Median 
values of input variables were used in all simulations (Table 1).
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?4% of the applied water. Th e maximum drainage in all scenarios 
occurred at the highest θ i (0.20, Table 1). Simulations using θ i = 
0.20 along with the other median input variables yielded mean 
cumulative water fl uxes of 1.3, 1.1, and 2.0 cm for the broadcast, 
bed, and drip scenarios, respectively. Th is corresponds to 53% of 
applied water in the drip scenario.

SensiƟ vity of CumulaƟ ve Flux
While cumulative fl ux was relatively sensitive to the gas-phase dif-
fusion coeffi  cient Dg and air–water distribution coeffi  cient Kh as 
expected, the greatest sensitivity was to θ s for two of the three 
application scenarios (Table 3). Th e μθs for the broadcast and bed 
cumulative fl ux (1.6 and 2.1, respectively) gives a mean change in 
cumulative fl ux of 16 and 21%, respectively, for a 10% change in 
θ s, all other factors being equal (Table 3). In contrast, 10% per-
turbations to either Dg or Kh yielded nearly equivalent percentage 
changes in cumulative fl ux for the broadcast and bed scenarios 
as seen from their respective μi values (Table 3). Th e high sensi-
tivity of cumulative fl ux to θs in the broadcast and bed scenarios 
refl ects the importance of diff usive transport in those scenarios. 
Th e importance of diff usion is also indicated by the large negative 
sensitivity of cumulative fl ux to θ i, consistent with preliminary 
sensitivity results for Deff  and KMTC (Table 2).

Sensitivities for the drip scenario were generally much lower than 
for the other two scenarios. Th is was partially attributable to the 
near-surface application of the drip-applied fumigant directly 
under the tarp and the corresponding rapid volatilization from 
the tarped area. Th e mean fraction of eventual total volatilization 
that occurred within the fi rst 24 h was 0.54 for the drip application, 
compared with 0.24 and 0.31 for the broadcast and bed scenarios, 
respectively. Th us, for the drip scenario, short mean diff usion path 
lengths and rapid volatilization yielded lower fl ux sensitivities to 
diff usion-related variables: Dg, Kh, θs, ρb, and Kd (Table 3). Ini-
tial water content in the drip scenario had only a minor eff ect on 
cumulative fl ux because the post-application water content was 
dominated by the drip input, similar to the conclusion of Ha et 
al. (2009). Cumulative fl ux was sensitive to the degradation rate 
constant k1 in all scenarios; however, the shorter fumigant soil resi-
dence time in the drip scenario noted above contributed to lower 
μk1 relative to bed and broadcast applications.

Th e sensitivity to mass transfer resistance as represented by d (Table 
3) varied by application method and was related to the fraction of 
eventual cumulative volatilization that occurred in the tarped area 
of the profi le. In the bedded shank scenario, only a small portion 
of the volatilization occurred through the tarp. In that scenario, 
cumulative fl ux was essentially insensitive to d (Table 3). In con-
trast, cumulative fl ux was much more sensitive to d in the drip and 
broadcast scenarios, where larger fractions of the total cumulative 
volatilization occurred through tarped surfaces.

Table 3. Mean (μi) and standard deviation (σi) of cumulative fl ux, 
maximum 6-h mean fl ux density, and fumigant soil gas concentration 
sensitivities to 15 input variables for three application scenarios.

Input 
variable†

Broadcast Bed Drip

μi σi μi σi μi σi

Cumulative fl ux
θs 1.63 1.45 2.14 1.30 0.44 0.15
Dg 1.03 0.36 0.86 0.35 0.48 0.16
Kh 0.96 0.39 0.81 0.36 0.47 0.17
dEa 0.21 0.13 0.02 0.01 0.16 0.09
DgEa 0.05 0.02 0.01 0.02 0.03 0.01
KhEa 0.20 0.12 0.25 0.12 0.18 0.07
ΔT 0.01 0.08 0.00 0.02 0.12 0.12
λw 0.00 0.00 0.00 0.00 −0.06 0.04
Dw 0.00 0.00 0.00 0.00 0.00 0.00
k1Ea −0.46 0.25 −0.41 0.25 −0.27 0.10
d −0.47 0.20 −0.04 0.01 −0.28 0.15
ρb −0.63 0.26 −0.54 0.24 −0.17 0.07
Kd −0.68 0.41 −0.58 0.38 −0.18 0.09
k1 −1.06 0.49 −0.90 0.51 −0.52 0.13
θ i −1.23 1.18 −1.22 1.05 −0.19 0.09

Maximum 6-h mean fl ux density
θs 2.16 1.68 2.91 1.39 0.16 0.17
Dg 1.31 0.38 1.28 0.44 0.53 0.19
Kh 1.15 0.40 1.19 0.41 0.52 0.20
dEa 0.43 0.17 0.03 0.06 0.32 0.14
DgEa 0.09 0.03 0.05 0.03 0.05 0.02
KhEa 0.28 0.17 0.49 0.18 0.29 0.09
ΔT 0.28 0.12 0.23 0.11 0.37 0.18
λw 0.00 0.00 0.00 0.01 −0.10 0.05
Dw 0.00 0.00 0.00 0.00 0.00 0.00
k1Ea −0.26 0.22 −0.25 0.22 −0.09 0.07
d −0.54 0.19 −0.06 0.02 −0.45 0.19
ρb −0.83 0.33 −0.80 0.31 −0.19 0.07
Kd −0.92 0.46 −0.85 0.39 −0.20 0.08
k1 −0.56 0.45 −0.49 0.46 −0.09 0.05
θ i −1.57 1.19 −1.77 1.20 −0.13 0.08

Maximum fumigant soil gas concentration
θs 1.45 1.24 1.95 1.73 −0.83 1.02
Dg 0.31 0.32 0.51 0.67 0.14 0.24
Kh 1.17 0.35 1.39 0.60 1.06 0.26
dEa −0.07 0.06 −0.11 0.07 −0.02 0.01
DgEa 0.01 0.02 −0.02 0.03 0.00 0.01
KhEa 0.35 0.17 0.55 0.21 0.25 0.06
ΔT 0.03 0.09 0.08 0.10 −0.05 0.07
λw 0.00 0.00 0.00 0.00 0.55 0.33
Dw 0.00 0.00 0.00 0.00 0.00 0.00
k1Ea −0.23 0.17 −0.36 0.31 −0.38 0.29
d 0.20 0.08 0.20 0.07 0.02 0.02
ρb −0.81 0.30 −0.92 0.36 −1.08 0.45
Kd −0.84 0.41 −0.98 0.53 −1.10 0.61
k1 −0.55 0.40 −0.70 0.63 −0.64 0.31
θ i −1.18 1.01 −1.60 1.47 0.14 0.34

† θs, saturated soil water content; Dg, gas-phase diff usion coeffi  cient; Kh, air–
water partition coeffi  cient; dEa, boundary layer activation energy; DgEa, 
Dg activation energy; KhEa, Kh activation energy; ΔT, daily temperature 
amplitude; λw, longitudinal dispersivity; Dw, aqueous-phase diff usion co-
effi  cient; k1Ea, degradation rate constant activation energy; d, boundary 
layer thickness; ρb, soil bulk density; Kd, soil–water partition coeffi  cient; 
k1, degradation rate constant; θ i, initial soil water content.
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Cumulative fl ux was relatively insensitive to parameters that con-
trol temperature-dependent partitioning and transport (Table 3). 
Th is supports previous suggestions that simple isothermal models 
may be adequate for screening purposes if diurnal fl ux dynamics 
are unimportant (Yates et al., 2002). In all scenarios, cumulative 
fl ux was insensitive to Dw and λw, variables that describe transport 
in the aqueous phase.

SensiƟ vity of Maximum Six-Hour Mean 
Flux Density
While the sensitivities of 6-h mean fl ux densities were generally 
similar to those of cumulative fl ux in many cases, there were some 
diff erences. First, sensitivities to Kd and ρb in the broadcast and 
bed applications were somewhat greater. Th e sensitivities of these 
two variables were essentially equal because their only computa-
tional role in HYDRUS is in phase-partitioning calculations (e.g., 
Eq. [5]). In this role, they only occur together as a product, hence a 
fi xed percentage perturbation to either Kd or ρb has an equivalent 
eff ect on all model outputs.

Another diff erence between cumulative fl ux and maximum 6-h 
period mean fl ux densities was for the variables that control the 
temperature dependence of air–water partitioning and surface 
mass transfer resistance, KhEa, dEa, and ΔT. Higher KhEa or 
ΔT yielded higher Kh, enhancing both eff ective diff usion (Eq. [6]) 
and the boundary layer mass transfer coeffi  cient (Eq. [8]). Both 
eff ects infl uence period mean maximum fl ux density to a greater 
extent than cumulative fl ux, for which temperature eff ects tended 
to average out. Across scenarios, the maximum period mean fl ux 
sensitivity μdEa refl ected the relative fraction of total volatiliza-
tion associated with the tarped portion of the surface discussed 
above. In contrast, the 6-h mean fl ux density generally displayed 
low sensitivity to DgEa; this refl ects the relatively weak tempera-
ture dependence of Dg (Table 1).

SensiƟ vity of Soil Gas ConcentraƟ ons
Maximum shallow gas concentrations in the broadcast and bed 
scenarios displayed generally similar μi. In these scenarios, gas con-
centrations were relatively insensitive to variables solely related to 
volatile mass transfer across the tarped boundary layer (i.e., d and 
dEa) but were sensitive to those involved in partitioning (Kh, KhEa, 
Kd, and ρb) and diff usion (θi, θs, and Dg). In all cases, k1 had a nega-
tive eff ect on maximum shallow gas concentrations.

Soil gas concentrations were generally insensitive to ΔT, largely 
due to the offsetting effect of temperature-dependent factors 
that decrease the gas-phase concentration (k1 and d) and increase 
fumigant gas concentrations (Kh). Temperature was important, 
however, in determining the 6-h period in which maximum gas 
concentrations were observed. In the bed scenario, 99% of maxi-
mum gas concentrations occurred in the 0600 to 1200 and 1200 
to 1800 h time periods when surface soil temperatures were high-
est, while 66% of the maximum gas concentrations were similarly 

observed during the two high-temperature periods in the broadcast 
scenario. While temperature fl uctuations at the 45-cm depth were 
only about 10% of those at the surface (Fig. 4c), maximum gas 
concentrations at that depth in the drip scenario also occurred at 
the higher temperature periods. Seventy-seven percent of maxi-
mum gas concentrations occurred during the 1800 to 2400 h time 
period in that scenario. Th is was the time of higher soil tempera-
tures at that depth due to the phase lag between surface and sub-
surface soil temperatures (Fig. 4c).

For the drip application, the dominant mechanism for fumigant 
transport to the 45-cm depth under the line source was convection 
in moving water as opposed to diff usion in the gas phase. Th is was 
evident from simulation results (not shown) where Dg was set to 
zero. In those simulations, the median of simulated maximum gas 
concentrations 45 cm below the drip emitter was only 12% less 
than in corresponding simulations using identical input variables 
except with nonzero Dg. Th e role of convective transport in the 
drip scenario was also shown by the relatively high μλw, indicating 
the contribution of convective–dispersive transport as opposed to 
gaseous diff usion. In contrast to the broadcast and bed scenarios, 
maximum gas concentrations had a negative sensitivity to θs. Th is 
was attributable to a greater volume of water, hence fumigant, 
moving deep into the profi le at low θs (Fig. 5).

SensiƟ vity Nonlinearity or InteracƟ ons
In several cases, the σi were large relative to their corresponding μi 
(Table 3), refl ecting nonlinear eff ects of variables on model output 
or interactions between variables. An example of nonlinearity was 
the sensitivity of the maximum 6-h mean fl ux density to θ i in the 
bed scenario. Th e individual Sθi were signifi cantly correlated with 
θ i (Spearman r = −0.74, P < 0.001). Because Sθi is essentially the 
derivative of the model output M with respect to θ i, it is evident 
that changes in θ i lead to much greater changes in the maximum 
6-h mean fl ux density at higher values of θ i (Fig. 6). In contrast, 
SKh values for maximum 6-h fl ux density in the drip scenario were 
only weakly dependent on Kh (Spearman r = −0.31, P = 0.052) but 
showed a strong interaction with d (Fig. 7).

Two general trends in nonlinearity or interaction were evident. 
First, there were signifi cant interactions between θ i and θs in the 
bed and broadcast scenarios, where volatilization was substantially 
mediated by the rate of diff usive transport. Th e interactive eff ect 
of these variables on fl ux was evident from signifi cant Spearman 
correlations between Sθi and θs, ranging from 0.39 to 0.53. Simi-
larly, the correlations between Sθs and θ i ranged from 0.41 to 0.46. 
Th e interaction is attributable to their joint infl uence on Deff  (Eq. 
[6]). A second general result was that, while model outputs in all 
scenarios displayed a negative sensitivity to the fumigant degrada-
tion rate constant k1, the eff ects were nonlinear. In all scenarios, 
the Sk1 values of all model outputs were signifi cantly correlated to 
the k1 values themselves. Spearman correlations between Sk1 and 
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k1 ranged from −0.36 to −0.87, indicating a greater negative eff ect 
on model outputs for shorter degradation half-lives (higher k1).

Discussion
Th e μi are estimates of the mean normalized partial derivative of 
model output with respect to each input. While they provide a 
general indication of variable infl uence on model output, knowl-
edge of a variable’s uncertainty or variability is also required for a 
relative assessment of contributions to model output uncertainty. 
For example, although fl ux predictions were very sensitive to Dg
in some scenarios (Table 3), relatively accurate Dg estimation 
methods are available (e.g., Hilal et al., 2003a, 2003b; Tucker and 
Nelken, 1990). Consequently, the overall contribution of Dg to the 
uncertainty of modeled fl ux estimates is probably low. Similarly, 
accurate solubility and vapor pressure measurements should pro-
vide relatively accurate Kh estimates, particularly at the milligram 
per liter aqueous concentration ranges expected in the fi eld (Smith 
and Harvey, 2007).

Most outputs were very sensitive to θs. A common modeling prac-
tice is to estimate θ s based on soil texture class (Cryer and van 
Wesenbeeck, 2009; Luo et al., 2012; Yates et al., 2012). Schaap et 
al. (1998) reported a mean sandy loam θs of 0.389 with a standard 
deviation of 0.094 (N = 337 soils), greater than the 10% perturba-
tion in θs used to estimate sensitivities here. Consequently, uncer-
tainty in θs may contribute substantially to model output uncer-
tainty. In addition to soil-to-soil variations within a texture class, 
management practices such as cultivation may result in temporal 
variations in θs within the same soil. Deviations between model 
predictions obtained using θs estimates may be potentially respon-
sible for large diff erences between modeled and fi eld-estimated 

Fig. 6. Individual sensitivities of maximum 6-h mean fl ux densities (S) 
to initial water content θi, showing nonlinear eff ect of θi on maximum 
fl ux in the bed scenario.

Fig. 7. Individual sensitivities of maximum 6-h mean fl ux densities to 
air–water partition coeffi  cient Kh (SKh) vs. equivalent boundary layer 
depth d, showing interaction of Kh with d in the drip scenario.

Fig. 5. Comparison of (a) cumulative water fl ux past the mesh line 
below dripper (mesh line location shown in Fig. 2), and (b) soil gas 
concentrations Cg across the depth range of 35 to 50 cm below the 
dripper for saturated water contents θs of 0.34 and 0.50.
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fl uxes. Alternatively, agreement between model and fi eld-based 
fl uxes may be observed when the model is actually not properly 
simulating fi eld processes correctly—essentially providing the cor-
rect answer for the wrong reasons. In fi eld studies where results are 
to be used as the basis for modeling, accurate site-specifi c determi-
nation of soil hydraulic properties is strongly preferred.

Model outputs were only moderately sensitive to the equivalent 
boundary layer d that describes tarp resistance to mass transfer. 
Tarp mass-transfer coeffi  cients are sometimes highly variable, how-
ever, even among similar tarp–chemical combinations. Based on 
an estimated diff usion coeffi  cient in air of 8899 cm2 d−1, we calcu-
lated an iodomethane mean d of 1650 cm with a standard deviation 
of 1450 cm for 22 samples of unused virtually impermeable fi lm 
(VIF) tarp based on the diff usive resistance data of Papiernik et al. 
(2011). In addition, the concordance of laboratory-measured per-
meabilities and actual fi eld permeabilities are poorly understood, 
particularly given the potential for stretching and tears during 
application and the potentially high variation of VIF tarp permea-
bility with humidity (Papiernik et al., 2011). Th us, for applications 
where a large fraction of fumigant volatilization may occur from 
tarped surfaces (e.g., broadcast or drip), accurate characterization 
of tarp-specifi c permeabilities is important. Otherwise uncertainty 
in d may substantially contribute to uncertainty in model predic-
tions, limiting comparison with fi eld-based fl ux estimates.

Model outputs were sensitive to degradation rates in all scenarios. 
Even when measured under well-controlled laboratory conditions, 
fumigant degradation rates vary substantially with soil type, mois-
ture content, and temperature (Dungan and Yates, 2003). Fumi-
gant degradation is similar to tarp permeability in the sense that 
the relationship between laboratory and fi eld conditions is poorly 
understood. Consequently, degradation is potentially a major con-
tributor to simulated estimates of fl ux in all scenarios.

Th e output variable sensitivities to the various activation ener-
gies that describe temperature dependence were generally low to 
moderate. For DgEa and KhEa, estimation methods applicable 
to environmental temperature ranges based on accepted physical 
chemistry theory are available (Smith and Harvey, 2007; Hilal et 
al., 2003a, 2003b; Tucker and Nelken, 1990). Obtaining reliable 
estimates for k1Ea and dEa is more diffi  cult. Data for the tem-
perature dependence of lumped degradation coeffi  cients are sparse, 
although calculations for the limited fumigant aerobic degradation 
data that are available suggests a relatively narrow range of 40,000 
to 65,000 J mol−1  for k1Ea may be reasonable (Dungan and Yates, 
2003; Gan et al., 2000; Guo and Gao, 2009). In the case of dEa, 
the sensitivity of the broadcast maximum 6-h mean fl ux density 
was moderate. Data for dEa are also sparse. Papiernik et al. (2011) 
measured the temperature dependence of the diff usion resistance 
across two VIF tarps for several fumigants. Th eir results showed 
diff erences of up to a factor of two. Actual dEa measurements on 
the specifi c tarp–fumigant combination are recommended for 

site-specifi c simulations. Th is is particularly true in cases where a 
large fraction of volatilization occurs through the tarp (broadcast 
and drip scenarios) and when period mean fl ux densities are of 
primary interest.

Additional factors beyond the 15 variables evaluated here also 
infl uence fl ux and gas concentrations. Th ese include chemical or 
organic soil amendments (McDonald et al., 2008), water applica-
tions (Gao et al., 2008; Gao and Trout, 2007), and the depth of 
fumigant application (Papiernik et al., 2004). Analysis of these 
factors was beyond the scope of this study. Th e sensitivity analysis 
provides insight into the relative importance of diff erent trans-
port mechanisms under diff erent conditions, however, and will be 
useful in determining how such mitigation factors can be most effi  -
ciently implemented to reduce off -site fumigant air concentrations.

 Conclusion
Diff erent application scenarios yielded distinctly diff erent sen-
sitivity results. Interpreting the sensitivities from a mechanistic 
standpoint, we concluded that the μi are fundamentally related to 
the dominant transport and volatilization mechanisms in each sce-
nario (i.e., Eq. [6] and [8]). Volatilization in the tarped broadcast 
scenario was mediated by diff usive transport and tarp mass transfer 
resistances in series. In that scenario, the cumulative fl ux sensitivity 
to boundary layer thickness was greatest, and the maximum 6-h 
mean fl uxes were most sensitive to the boundary layer activation 
energy. In contrast, the bedded tarp fl uxes were less sensitive to 
tarp parameters; volatilization occurred primarily through the 
untarped furrow regions. Th e eff ect of tarping was intermediate 
in the drip application, where the magnitude and relative contri-
bution of volatilization through the tarped and untarped surfaces 
was dependent on both the rates of diff usive transport and soil 
hydraulic characteristics that infl uenced post-application fumigant 
and water penetration into the profi le.

Based on this sensitivity analysis, uncertainty in three areas has the 
greatest potential to contribute to model uncertainty. Th ese are (i) 
the fumigant degradation rate, (ii) soil water properties—both ini-
tial water content and saturated water content (i.e., porosity), and 
(iii) tarp permeability and permeability temperature dependence. 
Th e latter are primarily important in scenarios such as broadcast 
or near-surface drip application, where most or all volatilization 
occurs from a tarped soil surface.
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