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Preface 
 
The first HYDRUS workshop was held on October 19, 2005 at the Department of Earth 
Sciences of the Utrecht University in Utrecht, the Netherlands. 22 contributions were 
presented at the workshop and assembled in the workshop proceedings (Torkzaban and 
Hassanizadeh, 2005).  

Since then the community of HYDRUS users has been continuously growing. 
HYDRUS codes have been downloaded over two thousand times and HYDRUS web 
pages are visited on average by about seven hundred individual visitors daily. Hundreds 
of research papers, in which HYDRUS codes have been used, have appeared in the 
peer-reviewed literature. Also two major releases of new versions of HYDRUS 
software packages have occurred. While the HYDRUS (2D/3D) software package was 
released in 2006 as a complete rewrite of HYDRUS-2D and its extensions for two- and 
three-dimensional geometries, version 4.0 of HYDRUS-1D was released in 2008. 

To give HYDRUS community an opportunity to meet and share their experience with 
HYDRUS codes and to learn about new features and developments in HYDRUS codes, 
The Second HYDRUS Workshop was organized by the Department of Soil Science 
and Geology at Czech University of Life Sciences, Prague, Czech Republic on March 
28, 2008, following a HYDRUS short course that was held during two previous days. 
The purpose of the workshop was to bring together the users and developers of the 
HYDRUS software packages, to present the latest innovations in the model applications, 
and to discuss the capabilities and limitations of HYDRUS. This was a unique 
opportunity for all HYDRUS users to give a brief overview of their work and discuss 
future needs and directions for obtaining more reliable modeling results. Over 40 
scientists from four continents participated at this workshop.  

These proceedings contain the collection of papers presented at the workshop. This 
collective work includes contributions by many users of the HYDRUS software 
packages ranging from the very fundamental to the most compelling and important 
applications. 
 
 
The editors: 
 
Jirka Šimůnek 
Radka Kodešová 
 
Please refer to papers from these proceedings as follows:  
Authors, Paper title, In: J. Šimůnek and R. Kodešová (eds.), Proc. of The Second 
HYDRUS Workshop, March 28, 2008, Dept. of Soil Science and Geology, Czech 
University of Life Sciences, Prague, Czech Republic, ISBN 978-80-213-1783-3, pp. ??-
??, 2008. 
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1 INTRODUCTION 
 
The first HYDRUS workshop was held on October 19, 2005 at the Department of Earth Sci-
ences of the Utrecht University in Utrecht, the Netherlands. 22 contributions were presented at 
the workshop and assembled in the workshop proceedings (Torkzaban and Hassanizadeh, 2005). 
Since then two major releases of new versions of HYDRUS software packages has occurred. 
While the HYDRUS (2D/3D) (Šimůnek et al., 2006; Šejna and Šimůnek, 2007) software pack-
age was released in 2006 as a complete rewrite of HYDRUS-2D (Šimůnek et al., 1999) and its 
extensions for two- and three-dimensional geometries, version 4.0 of HYDRUS-1D (Šimůnek et 
al., 2008a) was released in 2008. In the text below we summarize new features that were imple-
mented in both software packages. We also briefly discuss other modeling developments related 
to HYDRUS family of models. 

2 HYDRUS (2D/3D) 
 
The HYDRUS (2D/3D) software package (Šimůnek et al., 2006; Šejna and Šimůnek, 2007) 
(Figure 1) is an extension and replacement of HYDRUS-2D (version 2.0) (Šimůnek et al., 1999) 
and SWMS_3D (Šimůnek et al., 1995). This software package is a complete rewrite of HY-
DRUS-2D and its extensions for two- and three-dimensional geometries. 

New Features and Developments in HYDRUS Software Packages 

J. Šimůnek 
Department of Environmental Sciences, University of California Riverside, Riverside, CA 92521, USA 

M. Šejna  
PC-Progress, s.r.o., Anglicka 28, Prague 120 00, Czech Republic 

M. Th. van Genuchten  
U.S. Salinity Laboratory, USDA, ARS, Riverside, CA 92507, USA 

ABSTRACT: The first HYDRUS workshop was held on October 19, 2005 at the Department of 
Earth Sciences of the Utrecht University in Utrecht, the Netherlands. Two major developments 
related to HYDRUS software packages have occurred since then. The main development 
undoubtedly was the replacement of HYDRUS-2D with HYDRUS (2D/3D) in 2006. The 
HYDRUS (2D/3D) software package is an extension and replacement of HYDRUS-2D and 
SWMS_3D. This software package is a complete rewrite of HYDRUS-2D and its extensions for 
two- and three-dimensional geometries. The second major development was the release of the 
new version (4.0) of HYDRUS-1D in 2008. In addition to many new features, GUIs of 
HYDRUS-1D and HYDRUS (2D/3D) support also the biogeochemical flow and transport 
model HP1 and the constructed wetland module CW2D, respectively. Both software packages 
represent major upgrades of previous versions, with many new processes considered and with 
significantly improved graphical user interfaces and more detailed online helps. Additionally, 
HYDRUS-1D was significantly simplified and incorporated as the HYDRUS package into the 
groundwater flow model MODFLOW.  
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2.1 New features and processes in computational modules 
In addition to features and processes available in HYDRUS-2D and SWMS_3D, the new com-
putational modules of HYDRUS (2D/3D) consider (a) water flow and solute transport in a dual-
porosity system, thus allowing for preferential flow in fractures or macropores while storing wa-
ter in the matrix (Šimůnek et al., 2003), (b) root water uptake with compensation, (c) the spatial 
root distribution functions of Vrugt et al. (2001), (d) the soil hydraulic property models of Ko-
sugi (1996) and Durner (1994), (e) the transport of viruses, colloids, and/or bacteria using an at-
tachment/detachment model, filtration theory, and blocking functions (e.g., Bradford et al., 
2002), (f) a constructed wetland module (only in 2D) (Langergraber and Šimůnek, 2005, 2006), 
(g) the hysteresis model of Lenhard et al. (1991) to eliminate pumping by keeping track of his-
torical reversal points, (h) new print management options, (i) dynamic, system-dependent 
boundary conditions, (j) flowing particles in two-dimensional applications, and (k) calculations 
of actual and cumulative fluxes across internal meshlines. 

2.2 Wetland module 
A multi-component reactive transport model CW2D (Constructed Wetlands 2D) (Langergraber 
and Šimůnek 2005, 2006) was developed to model the biochemical transformation and degrada-
tion processes in subsurface-flow constructed wetlands. The model was incorporated into the 
HYDRUS (2D/3D) variably-saturated water flow and solute transport software package. Con-
structed wetlands have become increasingly popular for removing organic matter, nutrients, 
trace elements, pathogens, or other pollutants from wastewater and/or runoff water. Such wet-
lands involve a complex mixture of water, substrate, plants, litter, and a variety of microorgan-
isms to provide optimal conditions for improving water quality. The water flow regime in sub-
surface-flow constructed wetlands can be highly dynamic and requires the use of transient 
variably-saturated flow model. The biochemical components defined in CW2D include dis-
solved oxygen, three fractions of organic matter (readily- and slowly-biodegradable, and inert), 
four nitrogen compounds (ammonium, nitrite, nitrate, and dinitrogen), inorganic phosphorus, 
and heterotrophic and autotrophic micro-organisms. Organic nitrogen and organic phosphorus 
were modeled as part of the organic matter. The biochemical degradation and transformation 
processes were based on Monod-type rate expressions, such as for NO3-based growth of hetero-
trophs on readily biodegradable COD (denitrification):  

32 2

2 2 3 3 2 2

NODN,O DN,NO
DN

DN,O O DN,NO NO DN,NO NO

CR
N,DN

DN,CR CR
XH

cK K
r

K c K c K c

c f c
K c

μ=
+ + +

+

 (1) 

We refer to Langergraber and Šimůnek (2005, 2006) for a detailed discussion of the terms in 
(1). All process rates and diffusion coefficients were assumed to be temperature dependent. Het-
erotrophic bacteria were assumed to be responsible for hydrolysis, mineralization of organic 
matter (aerobic growth) and denitrification (anoxic growth), while autotrophic bacteria were as-
sumed to be responsible for nitrification, which was modeled as a two-step process. Lysis was 
considered to be the sum of all decay and sink processes. Langergraber and Šimůnek (2005, 
2006) demonstrated the model for one- and two-stage subsurface vertical flow constructed wet-
lands. Model simulations of water flow, tracer transport, and selected biochemical compounds 
were compared against experimental observations. 

 

2.3 New features in the graphical user interface 
New features of the Graphical User Interface of HYDRUS (2D/3D) include, among other things, 
(a) a completely new GUI based on Hi-End 3D graphics libraries, (b) the MDI (multi document 
interface) architecture with multiple projects and multiple views, (c) a new organization of geo-
metric objects, (d) a navigator window with an object explorer, (e) many new functions improv-
ing the user-friendliness, such as drag-and-drop and context sensitive pop-up menus, (f) im-
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proved interactive tools for graphical input, (g) options to save cross-sections and mesh-lines for 
charts within a given project, (h) a new display options dialog where all colors, line styles, fonts 
and other parameters of graphical objects can be customized, (i) extended print options, (j) ex-
tended information in the Project Manager (including project previews), and (k) an option to ex-
port input data for the parallelized PARSWMS code (Hardelauf et al., 2007). 

 

 
 
Figure 1. Main window of the HYDRUS (2D/3D) software package. Input and output data are accessible 
using the data tree at the Navigator Bar on the left. The computational domain with its finite element dis-
cretization, various domain properties, initial and boundary conditions, and results are displayed in one or 
multiple View Windows in the middle. Various tools for manipulating data in the View Window are 
available on the Edit Bar on the right. The tabs in the View Window allow for fast access to different 
types of data (Šimůnek et al., 2008b). 

2.4 Website and documentation 
The HYDRUS web site hosts a discussion forum for HYDRUS (2D/3D) (as well as other re-
lated programs) where users, after registering, can submit questions about the different software 
packages and how to use them for their particular applications. Users there can also discuss 
various topics related to modeling, or respond to questions posted by other users. The large 
number of users of these discussion forums has made the forums nearly self-supporting in terms 
of software support and feedback.  

The HYDRUS website also provides tutorials (Figure 2), including brief downloadable vid-
eos in which these tutorials are carried out step by step, thus allowing software users to teach 
themselves interactively about the basic components of the software, including the process of 
data entry and display of calculated results.  

We have also dramatically extended the documentation for HYDRUS (2D/3D). The installa-
tion of the latest HYDRUS (2D/3D) is accompanied with 240 pages of information in the tech-
nical manual, 200 pages of user manual, and over thousand pages of online context-sensitive 
help. The software package furthermore comes with a suite of test problems, some of which are 
described in detail in the technical manual.  

Since previously published studies in which the program has been used can be a major source 
of information for new users, we are continuously updating the list of such publications at 
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http://www.pc-progress.cz/Pg_Hydrus_References.htm for HYDRUS-2D (or 2D/3D) and its 
predecessors. Similar information is collected for HYDRUS-1D and related software packages 
at http://www.pc-progress.cz/Pg_Hydrus1D_References.htm. 

 

 
 
Figure 2. HYDRUS web page with HYDRUS tutorials and brief downloadable videos, demonstrating 
step by step the use of the software package. 

3 HYDRUS-1D 

New features in version 4.0 of HYDRUS-1D (Šimůnek et al., 2008a) as compared to version 3.0 
(Šimůnek et al., 2005) include a) coupled water, vapor, and energy transport, b) dual-
permeability type water flow and solute transport, c) dual-porosity water flow and solute trans-
port, with solute transport subjected to two-site sorption in the mobile zone, d) option to calcu-
late potential evapotranspiration the Penman-Monteith combination equation or with Hargreaves 
equation, e) daily variations in the evaporation, transpiration, and precipitation rates, and f) sup-
port for the HP1 code, which was obtained by coupling HYDRUS with the PHREEQC bio-
gechemical code (Parkhurst and Appelo, 1999). Selected new features are briefly discussed be-
low. 

3.1 Coupled water, vapor, and energy transport 
Version 3.0 of HYDRUS-1D numerically solved the Richards equation that considered only wa-
ter flow in the liquid phase and ignored the effects of the vapor phase on the overall water mass 
balance. While this assumption is justified for the majority of applications, a number of prob-
lems exist in which the effect of vapor flow can not be neglected. Vapor movement is often an 
important part of the total water flux when the soil moisture becomes relatively low. Version 4.0 
of HYDRUS-1D offers an option to simulate nonisothermal liquid and vapor flow, closely cou-
pled with the heat transport (Saito et al., 2006): 
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In eq. (2), θ = total volumetric water content, being the sum (θ=θl +θv) of the volumetric liquid 
water content, θl, and the volumetric water vapor content, θv (both expressed as an equivalent 
water content), h = pressure head [L], T = temperature [K], K = isothermal hydraulic conductiv-
ity for the liquid phase [LT-1], KLT = thermal hydraulic conductivity for the liquid phase [L2K-1T-

1], Kvh = isothermal vapor hydraulic conductivity [LT-1], KvT = thermal vapor hydraulic conduc-
tivity [L2K-1T-1], and S = sink term representing root water uptake [T-1]. Overall water flow in 
(2) is given as the sum of isothermal liquid flow, isothermal vapor flow, gravitational liquid 
flow, thermal liquid flow, and thermal vapor flow. Since several terms of (2) are a function of 
temperature, this equation should be solved simultaneously with the heat transport equation (3) 
to properly account for temporal and spatial changes in soil temperature.  

In eq. (3), λ = apparent thermal conductivity of the soil [MLT-3K-1] (e.g. Wm-1K-1); C(θ) and Cw = 
volumetric heat capacities [ML-1T-2K-1] (e.g. Jm-3K-1) of the porous medium and the liquid phase, re-
spectively, q = fluid flux density [LT-1], L0 = volumetric latent heat of vaporization of liquid water 
[ML-1T-2] (e.g., Jm-3), and qv = vapor flux density [LT-1]. In equation (3), the total heat flux den-
sity is defined as the sum of the conduction of sensible heat as described by Fourier’s law (the 
first term on the right side), sensible heat by convection of liquid water (the second term) and 
water vapor (the third term), and of latent heat by vapor flow (the forth term). 

3.2 Physical and chemical nonequilibrium models 

3.2.1 Physical nonequilibrium models 
Version 4.0 of HYDRUS-1D implements several physical nonequilibrium water flow and solute 
transport models. While mathematical description of these models is given in detail in Šimůnek 
et al. (2008c) or the HYDRUS-1D manual, here we will present only the conceptual description. 
A hierarchical set of physical nonequilibrium flow and transport models can be derived from the 
Uniform Flow Model (Figures 3a). The equilibrium flow and transport model can be modified 
by assuming that the soil particles or aggregates have their own micro-porosity and that water 
present in these micropores is immobile (the Mobile-Immobile Water Model in Figure 3b). 
While the water content in the micropore domain is constant in time, dissolved solutes can move 
into and out of this immobile domain by molecular diffusion. This simple modification leads to 
physical nonequilibrium solute transport while still maintaining uniform water flow.  

 The mobile-immobile water model can be further expanded by assuming that both water and 
solute can move into and out of the immobile domain (Šimůnek et al., 2003), leading to the 
Dual-Porosity Model in Figure 3c. While the water content inside of the soil particles or aggre-
gates is assumed to be constant in the Mobile-Immobile Water Model, it can vary in the Dual-
Porosity Model since the immobile domain is now allowed to dry out or rewet during drying 
and wetting processes. Water flow into and out of the immobile zone is usually described using 
a first-order rate process. Solute can move into the immobile domain of the Dual-Porosity 
Model by both molecular diffusion and advection with flowing (exchanging) water. Since water 
can move from the main pore system into the soil aggregates and vice-versa, but not directly be-
tween the aggregates themselves, water in the aggregates can be considered immobile from a 
larger scale point of view. 

 The limitation of water not being allowed to move directly between aggregates is overcome 
in Dual-Permeability Models (e.g., Gerke and van Genuchten, 1993). Water and solutes in such 
models move also directly between soil aggregates as shown in Figure 3d. Dual-Permeability 
Models assume that the porous medium consists of two overlapping pore domains, with water 
flowing relatively fast in one domain (often called the macropore, fracture, or inter-porosity do-
main) when close to full saturation, and slow in the other domain (often referred to as the mi-
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cropore, matrix, or intra-porosity domain). Like the Dual-Porosity Model, the Dual-Permeability 
Model allows the transfer of both water and solutes between the two pore regions. 
 Finally, the Dual-Permeability Model can be further refined by assuming that inside of the 
matrix domain an additional immobile region exists into which solute can move by molecular 
diffusion (the Dual-Permeability Model with MIM in Figure 3e) (Pot at al., 2005; Šimůnek et 
al., 2008c). 
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Figure 3. Conceptual physical nonequilibrium models for water flow and solute transport. In the plots, θ 
is the water content, θmo and θim in (b) and (c) are water contents in the mobile and immobile flow re-
gions, respectively; θM and θF in (d) are water contents in the matrix and macropore (fracture) regions, re-
spectively, and θM,mo, θM,im, and θF in (e) are water contents in the mobile and immobile flow regions of 
the matrix domain, and in the macropore (fracture) domain, respectively; c are concentrations in corre-
sponding regions, with subscripts having the same meaning as for water contents, while S is the total sol-
ute content of the liquid phase (Šimůnek et al., 2008c). 

3.2.2 Chemical nonequilibrium models 
Chemical nonequilibrium models implemented into HYDRUS-1D are schematically shown in 
Figure 4. The simplest chemical nonequilibrium model assumes that sorption is a kinetic process 
(the One Kinetic Site Model in Figure 4a), usually described by means of a first-order rate equa-
tion. The one-site kinetic model can be expanded into a Two-Site Sorption model by assuming 
that the sorption sites can be divided into two fractions. The simplest two-site sorption model 
arises when sorption on one fraction of the sorption sites is assumed to be instantaneous, while 
kinetic sorption occurs on the second fraction (Two-Site Model in Figure 4b). This model can be 
further expanded by assuming that sorption on both fractions is kinetic and proceeds at different 
rates (the Two Kinetic Sites Model in Figure 4c). The Two Kinetic Sites Model reduces to the 
Two-Site Model when one rate is so high that it can be considered instantaneous, to the One Ki-
netic Site Model when both rates are the same, or to the chemical equilibrium model when both 
rates are so high that they can be considered instantaneous.  
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Figure 4. Conceptual chemical nonequilibrium models for reactive solute transport. In the plots, θ is the 
water content, θmo and θim in (d) are water contents of the mobile and immobile flow regions, respec-
tively; θM and θF in (e) are water contents of the matrix and macropore (fracture) regions, respectively; c 
are concentrations of the corresponding regions, se are sorbed concentrations in equilibrium with the liq-
uid concentrations of the corresponding regions, and sk are kinetically sorbed solute concentrations of the 
corresponding regions (Šimůnek et al., 2008c). 
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3.2.3 Physical and chemical nonequilibrium models 
The combined physical and chemical nonequilibrium approach may be simulated with HY-
DRUS-1D using the Dual-Porosity Model with One Kinetic Site (Figure 4d). This model con-
siders water flow and solute transport in a dual-porosity system (or a medium with mobile-
immobile water), while assuming that sorption in the immobile zone is instantaneous. However, 
following the two-site kinetic sorption concept, the sorption sites in contact with the mobile 
zone are now divided into two fractions, subject to either instantaneous or kinetic sorption. 
Since the residence time of solutes in the immobile domain is relatively large, equilibrium likely 
exists between the solution and the sorption complex here, in which case there is no need to 
consider kinetic sorption in the immobile domain. The model, on the other hand, assumes the 
presence of kinetic sorption sites in contact with the mobile zone since water can move rela-
tively fast in the macropore domain and thus prevent chemical equilibrium (Šimůnek et al., 
2008c). 

Finally, chemical nonequilibrium can also be combined with the Dual-Permeability Model. 
This last nonequilibrium option implemented into HYDRUS-1D (the Dual-Permeability Model 
with Two-Site Sorption in Figure 4e) assumes that equilibrium and kinetic sites exist in both the 
macropore (fracture) and micropore (matrix) domains. Applications of this transport model that 
considers simultaneously both physical and chemical nonequilibrium has recently been pre-
sented by Pot et al., (2005), Köhne et al. (2006), and Kodešová et al. (2008). 

3.3 Calculation of potential evapotranspiration  
Potential evapotranspiration may be calculated in HYDRUS-1D using either the FAO recom-
mended Penman-Monteith combination equation for evapotranspiration (ET0) (FAO, 1990) or 
the Hargreaves equation (Jensen et al., 1997). With the Penman-Monteith approach, ET0 is de-
termined using a combination equation that combines the radiation and aerodynamic terms as 
follows [FAO, 1990]: 

 
 (4) 

 
where ET0 is the evapotranspiration rate [mm d-1], ETrad is the radiation term [mm d-1], ETaero is the 
aerodynamic term [mm d-1], λ is the latent heat of vaporization [MJ kg-1], Rn is net radiation at 
surface [MJ m-2d-1], G is the soil heat flux [MJ m-2d-1], ρ is the atmospheric density [kg m-3], cp is 
the specific heat of moist air [i.e., 1.013 kJ kg-1 oC-1], (ea-ed) is the vapor pressure deficit [kPa], ea is 
the saturation vapor pressure at temperature T [kPa], ed is the actual vapor pressure [kPa], rc is the 
crop canopy resistance [s m-1], and ra is the aerodynamic resistance [s m-1].  

The potential evapotranspiration can also be evaluated using the much simpler Hargreaves 
formula (e.g., Jensen et al., 1997): 

 (5) 

where Ra is extraterrestrial radiation in the same units as ETp [e.g., mm d-1 or J m-2s-1], Tm is the 
daily mean air temperature, computed as an average of the maximum and minimum air tempera-
tures [oC], TR is the temperature range between the mean daily maximum and minimum air tem-
peratures [oC].  

3.4 Daily variations in the evaporation, transpiration, and precipitation rates  
Variations in potential evaporation and transpiration during the day can be generated with HY-
DRUS-1D using the assumptions that hourly values between 0-6 a.m. and 18-24 p.m. represent 
1% of the total daily value and that a sinusoidal shape is followed during the rest of the day 
(Fayer, 2000), i.e., 

 
 (6) 

 

0

( - ) /( - )1
(1 / ) (1 / )

p a d an
rad aero

c a c a

c e e  rR GET = ET + ET
r r r r

ρ
λ γ γ

⎡ ⎤Δ
= +⎢ ⎥Δ + + Δ + +⎣ ⎦

( )0.0023 17.8p a mET R T TR= +

( ) 0.24 0.264d, 0.736d

2( ) 2.75 sin (0.264d, 0.736d)
1day 2

p p

p p

T t T t t

tT t T tπ π

= < >

⎛ ⎞
= − ∈⎜ ⎟

⎝ ⎠

9



 
where pT  is the daily value of potential transpiration (or evaporation). Similarly, variation of 
precipitation can be approximated using a cosine function as follows: 

 

 (7) 

 
where P  is the average precipitation rate of duration Δt. 

3.5 GUI support for the HP1 code  
Graphical User Interface of HYDRUS-1D provides a support for the biogeochemical transport 
code HP1. This is a complex modeling tool that was recently developed by coupling HYDRUS-
1D with the PHREEQC geochemical code (Parkhurst and Appelo, 1999). This coupling resulted 
in a new comprehensive simulation tool, HP1 (acronym for HYDRUS1D-PHREEQC) (Jacques 
and Šimůnek, 2005; Jacques et al., 2006, 2008ab). The combined code contains modules simu-
lating (1) transient water flow in variably-saturated media, (2) the transport of multiple compo-
nents, (3) mixed equilibrium/kinetic biogeochemical reactions, and (4) heat transport. HP1 is a 
significant expansion of the individual HYDRUS-1D and PHREEQC programs by combining 
and preserving most of their original features and capabilities into a single numerical model. The 
code still uses the Richards equation for variably-saturated flow and advection-dispersion type 
equations for heat and solute transport. However, the program can now simulate also a broad 
range of low-temperature biogeochemical reactions in water, the vadose zone and in ground wa-
ter systems, including interactions with minerals, gases, exchangers, and sorption surfaces, 
based on thermodynamic equilibrium, kinetics, or mixed equilibrium-kinetic reactions. 

4 HYDRUS PACKAGE FOR MODFLOW 

Although computer power has increased tremendously during the last few decades, large scale 
three-dimensional applications evaluating water flow in the vadose zone are often still prohibi-
tively expensive in terms of computational resources. To overcome this problem, Seo et al. 
(2007) developed a computationally efficient one-dimensional unsaturated flow HYDRUS 
package and linked it to the three-dimensional modular finite-difference ground water model 
MODFLOW-2000 (Harbaugh et al. 2000). The HYDRUS unsaturated flow package used HY-
DRUS-1D to simulate one-dimensional vertical variably-saturated flow. MODLOW zone arrays 
were used to define the cells to which the HYDRUS package was applied. MODFLOW used the 
time-averaged flux from the bottom of the unsaturated zone as recharge, and calculated a water 
table depth which was then used as a pressure head bottom boundary for HYDRUS. Twarakavi 
et al. (2008) provided a comparison of the HYDRUS package to other MODFLOW packages 
that evaluate processes in the vadose zone and presented a field application demonstrating the 
functionality of the package. 
 

5 CONCLUSSIONS 

Over the last 15 years the close collaboration between the University of California Riverside, 
and the U.S. Salinity Laboratory, and more recently with PC-Progress in Prague, Czech Repub-
lic, and SCK•CEN, Mol, Belgium, resulted in the development of a large number of computer 
tools that are currently being used worldwide for a variety of applications involving the vadose 
zone. The need for codes such as HYDRUS is reflected by the frequency of downloading from 
the HYDRUS web site. For example, HYDRUS-1D was downloaded more than 200 times in 
March of 2007 by users from 30 different countries, and over one thousand times in 2006. The 
HYDRUS web site receives on average some 700 individual visitors each day. We hope that the 
HYDRUS family of models will remain as popular in the future as it is now. 

2P( ) 1 cos tt P
t

π π⎡ ⎤⎛ ⎞= + −⎜ ⎟⎢ ⎥Δ⎝ ⎠⎣ ⎦
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1 INTRODUCTION 
The past several decades have seen considerable progress in the conceptual understanding and 
mathematical description of water flow and solute transport processes in the unsaturated zone 
(van Genuchten & Šimůnek 2004). A variety of analytical and numerical models are now avail-
able to predict water and/or solute transfer processes between the soil surface and the groundwa-
ter table. 

The HYDRUS-1D software package (Šimůnek et al. 2005) is one of the most popular models 
and is based on the numerical solution of the Richards equation for variably saturated flow, and 
analytical or numerical solutions of the Fickian-based convection-dispersion equation for solute 
transport. The model also incorporates the major ion chemistry module developed for the UN-
SATCHEM model (Šimůnek et al. 1996, Šimůnek & Suarez 1994) which consider kinetic 
chemical reactions and can be used to evaluate chemical reactions for solutions having very high 
ionic strength. 

The effectiveness of the major ion chemistry module of HYDRUS-1D has been recently 
evaluated in a multi-year experiment conducted in soil lysimeters under field conditions (Gon-
çalves et al. 2006). The authors compared model simulated and experimental results on soil wa-
ter content, concentrations of Na+, Ca2+, and Mg2+, electrical conductivity (EC) of the soil solu-
tion, the sodium adsorption ration (SAR) and the exchangeable sodium percentage (ESP), with 
R2 ranging from 0.60 for the water content to 0.87 for the sodium adsorption ratio. 

The objective of this study was to test the effectiveness of the major ion chemistry module of 
the HYDRUS-1D software package in multifactorial experiments under field conditions, in soils 
with different textures, and using maize as a crop. 
 

Multicomponent Solute Transport in Two Multifactorial 
Experiments 

T. B. Ramos, M. C. Gonçalves, A. Prazeres & J. C. Martins 
Department of Soil Science, Estação Agronómica Nacional, Oeiras, Portugal 

N. L. Castanheira 
Department of Rural Engineering, University of Évora, Portugal 

ABSTRACT: In this study we use HYDRUS-1D to analyze multicomponent solute transport in 
two soils with medium and coarse textures, under field conditions, in a three year experiment, at 
three depths (20, 40 and 60 cm). A triple emitter source irrigation system was used for water, 
salt and nitrogen application. With this system it is intended to obtain two gradients, one for the 
fertilizer and the other for salinity, and to observe its effects on soil and culture. HYDRUS-1D 
successfully predicted field measurements of the water content (R2>0.96; b>0.86), overall salin-
ity (R2>0.71; b<1.17), and the concentration of soluble Na+ (R2>0.71; b>0.91). The correspon-
dence between measured and simulated values for soluble Ca2+ and Mg2+ was lower (R2>0.571; 
b<1.61), affecting the predictions of the sodium adsorption ratio (R2>0.72; b>0.61). The ex-
changeable sodium percentage presented the poorest relation between measured and simulated 
values (R2>0.34; b<1.50). The simulations resulted in a closer correspondence in the medium 
texture soil.  
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2 MATERIAL AND METHODS 
2.1 Field experiment design 
The field plot experiments were conducted from 2004 to 2006 using maize as crop, on a medium 
textured Eutric Fluvisol at the Alvalade Experimental Station, and on a coarse texture Hortic 
Antrosol in the Campus of Mitra of the University of Évora, both located in the Alentejo region 
of southern Portugal. 

A triple emitter source irrigation system was used for water, salt (Na+), and fertilizer (N) ap-
plication. This system, adapted from Beltrão et al. (2002), consists of three trickle laterals con-
nected together in order to form a triple joint lateral. The first of the laterals is connected to the 
salt stock solution while the second one is connected to the nitrogen reservoir. The third lateral 
contains fresh water and is used to obtain a constant water application rate for each dripping 
point along the triple joint lateral. Gradients of applied salt (Na+) and nitrogen (N) are then pos-
sible by having different emitters along the laterals and varying their discharges to obtain vari-
ous mixings between the three lines while maintaining constant application rates in each drip-
ping point. 

 
Figure 1. Layout of the triple emitter source design. 

 
Each experimental field (Figure 1) was divided into four groups (I to IV) with three triple 

joint laterals each, and the N gradient decreasing from group I to IV. Each group was then di-
vided into 3 treatments (A to C), with 6.75 m2 (2.25 m wide x 3 m long) each, and the Na+ gra-
dient decreasing from treatment A to C. The discharges of the emitters along the triple joint lat-
erals are described in Table 1. Three sources of water supply together a constant amount of 18 
L/h in each dripping point and per linear meter of crop. The dripping points were distanced one 
meter from the next, totalizing 9 emitters in each of the 12 treatments. Two laterals of fresh wa-
ter bordered the different groups while each treatment was bordered with earthen ridges to pre-
vent surface runoff during rainfall and irrigation. 
 
Table 1. Discharge rates of the laterals applying salt (Na+), nitrogen (N) and fresh water (W) in each ex-
perimental plot. 

Application Rates (L/h) 
Group I  Group II  Group III  Group IV Treatment 

Na+ N W  Na+ N W  Na+ N W  Na+ N W 
A 12 6 0  12 4 2  12 2 4  12 0 6 
B 6 6 6  6 4 8  6 2 10  6 0 12 
C 0 6 12  0 4 14  0 2 16  0 0 18 

 
The N dynamics will not be referred any further in this manuscript as it was not handled with 

HYDRUS-1D. The total amount of water applied during the three years of the experiment is de-
scribed in Table 2. The concentration of saline waters applied in all emitters of the salt laterals 
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was constant in each year and is described in Table 3. However, different discharges of emitters 
along the laterals, made possible to apply different amounts of Na+ in the three treatments (A, B, 
C). The total amount of Na+ applied in the saline water is described in Table 4. 
 
Table 2. Total amount of water applied (fresh water + saline water + water with fertilizer) in Alvalade and 
Mitra during the three irrigation cycles of the experiment. 

Water applied (mm) Experimental field 2004 2005 2006 
Alvalade 997 1012 1028 

Mitra 1067 725 729 
 

Table 3. Ion concentrations of irrigation waters. 
 Ca2+ Mg2+ Na+ K+ Cl- 
 (meq L-1) 
Alvalade      
Fresh water 1.64 2.25 4.16 0.06 8.11 
Saline water (2004-2005) 2.05 2.28 56.13 0.24 60.70 
Saline water (2006) 2.1 1.84 100.0 0.2 104.14 
Mitra      
Fresh water 1.90 1.36 1.00 0.04 4.30 
Saline water (2004-2006) 2.80 2.68 50.00 0.18 55.66 

 
Table 4. Total amount of salts (Na+) applied in Alvalade and Mitra in each Treatment of the four Groups 
during the three irrigation cycles of the experiment. 

Salt (g m-2) 
2004 2005 2006 Treatment 

Alvalade Mitra Alvalade Mitra Alvalade Mitra 
A 1365 1352 2055 962 2792 1229 
B 683 676 1027 481 1396 614 
C 0 0 0 0 0 0 

 
Soil solutions were collected from ceramic cups from Group IA (highest N and Na+ applica-

tion) and Group IVC (lowest N and Na+ application), at three depths (20, 40 and 60 cm), twice a 
week during the irrigation periods and once a week during the remaining months, to measure the 
soluble ions (Na+, Ca2+, Mg2+, K+) and the electrical conductivity (EC). Soil water contents were 
monitored using a TDR system at the same locations, depths and dates. At the beginning of the 
experiment, at the end of each irrigation period, and after the following winters, soil samples 
were collected at 3 depths (0-20, 20-40, 40-60 cm) to measure the exchangeable cations. 

2.2 Input data 
The following parameters were determined during the experiment in order to satisfy the consid-
erable input data needed to run the major ion chemistry module of the HYDRUS-1D software 
package (Šimůnek et al. 2005): 

 
− Crop evapotranspiration (ETc) computed, between April 2004 and February 2007, from the 

product of the reference evapotranspiration (using weather data and according to Penman-
Monteith method) and a crop coefficient. The Leaf Area Index and the corresponding Soil 
Cover Factor were used to account for different stages of the soil cover and to divide the ETc 
daily values into crop transpiration and soil evaporation rates as required by HYDRUS-1D; 

− Soil hydraulic properties (Table 5) measured in the laboratory in the beginning of the ex-
periment, and described with the Mualem-van Genuchten equation using RETC code (van 
Genuchten et al. 1991); 

− Solute transport parameters (dispersivities) obtained by fitting analytical solutions of the 
CDE to observed chloride breakthrough data using the nonlinear parameter estimation code 
CXTFIT 2.1 (Toride et al. 1995) (Table 6); 

Table 5. Mualem-van Genuchten parameters for soil hydraulic functions. 
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 Mitra Alvalade 
Depth (cm) 0-30 30-50 50-90 0-30 30-75 

θr 0 0 0 0.05 0.108 
θs 0.372 0.378 0.332 0.380 0.380 

α (cm-1) 0.245 0.141 0.079 0.027 0.1148 
η 1.146 1.135 1.184 1.205 1.186 

 -7.333 -3.143 0 -4.411 -5.366 
Ks (cmd-1) 41.4 42.0 101.6 16.6 84.4 

 
Table 6. Dispersivity values for the two studied soils. 

 Mitra Alvalade 
Depth (cm) 0-30 30-50 50-90 0-30 30-75 
Bulk density (g/cm3) 1.51 1.70 1.69 1.49 1.51 
Dispersivity (cm) 273.2 54.2 209.2 5.36 0.68 

 
− Physical and chemical soil characteristics to describe the initial soil conditions, namely the 

soluble and exchangeable cations (Table 7); 
 
Table 7. Physical and chemical soil characteristics (initial conditions) in two experimental fields. 

  Mitra Alvalade 
  Treatment A Treatment C Treatment A Treatment C 
Depth (cm) 0-30 30-50 50-90 0-30 30-50 50-90 0-30 30-75 0-30 30-75 

Ca2+ 1.23 1.06 0.71 1.40 0.91 0.63 2.96 2.94 2.75 0.94 
Mg2+ 0.98 0.83 0.59 1.10 0.68 0.53 1.28 1.18 1.33 0.56 
Na+ 3.05 2.44 2.98 2.54 2.20 2.94 0.60 0.80 0.66 0.62 

Soluble 
cations 
(meq/L)  

K+ 0.44 0.60 0.09 0.58 0.40 0.08 0.71 0.57 0.55 0.30 
 Cl- 5.69 4.92 4.36 5.62 4.19 4.17 5.55 5.49 5.29 2.42 

Ca2+ 60.01 61.64 62.77 62.51 64.18 66.30 98.10 78.10 72.25 50.24 
Mg2+ 17.50 18.51 20.35 17.37 18.01 21.48 13.16 12.14 11.34 8.79 
Na+ 2.53 2.28 3.49 2.17 2.41 3.71 0.99 1.03 0.90 1.03 

Exchang. 
cations 
(meq/kg) 

K+ 5.71 7.10 2.95 6.35 5.86 2.95 6.16 4.68 4.06 3.54 
CEC (meq/kg) 85.75 89.53 89.56 88.40 90.46 94.44 118.4 95.95 88.55 63.60 

 
− Gapon selectivity coefficients (White & Zelazny, 1986) for describing the partition between 

the solid exhange phase and the solution phase (cation exhange reaction) (Table 8); 
 
Table 8 - Gapon selectivity coefficients for Ca2+, Na2+, Mg2+ and K+ relations. 

Alvalade Mitra K Treatment 0-30 30-75 75-100 0-30 30-50 50-90 
A 0.326 0.339 0.354 0.204 0.246 0.232 KMg/Ca C 0.314 0.325 0.353 0.226 0.227 0.213 
A 2.923 2.872 2.855 1.540 1.582 1.382 KCa/Na C 2.767 2.747 2.972 1.425 1.395 1.534 
A 0.112 0.108 0.096 0.090 0.096 0.092 KK/Ca C 0.111 0.098 0.088 0.089 0.088 0.079 

 
− Concentration of the irrigation water (fresh and saline waters) applied during the irrigation 

periods (Table 3); 
− Root development monitored using the Minirhizotron technique associated with a video 

camera system and digital technique for image analyses. Maize reached about 60 cm depth. 

2.3 Statistical analysis 
In addition to a visual check, field-measured values were compared with results of the HY-
DRUS-1D predictions using simple regression analysis (y=bx, with zero intercept). Values close 
to 1.0 for the determination (R2) coefficient, and for the regression coefficient (b) represent a 
good agreement. Regression analyses between measured and simulated data were carried out for 
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water contents, electrical conductivities of the soil solution (representing the overall salinity), 
for the individual ion concentrations (Na+, Ca2+, Mg2+), and for the SAR and ESP relationships. 

3 RESULTS AND DISCUSSION 
The experiments started on 22 and 27 April 2004 for Alvalade and Mitra, respectively, and 
lasted for a period of 3 years. As initial conditions for the HYDRUS-1D simulations we used, in 
both locations, a water content value of 0.25 cm3 cm-3 for the entire soil profile. After a small 
period of adjustment, simulated water content values in HYDRUS-1D closely mirrored meas-
ured values at the three monitored depths. In Alvalade, an overall determination coefficient (R2) 
of 0.986 and a regression coefficient (b) of 0.997 was obtained for n=282 observations (Table 
9). In Mitra, R2 was 0.962 and b was 0.862 for n=379 observations. Figures 2 and 3 shows an 
example of the soil observed and simulated water content data in Alvalade and Mitra, respec-
tively, at 20 cm depth. When comparing measured and simulated values, one must realize that 
water contents were measured only sporadically and never during or immediately after rainfall 
events, thus avoiding the highest water content values. On the other hand, HYDRUS-1D calcu-
lates the entire process and predicts continuous water contents during all events, including pos-
sible extremes. These differences are more visible in the coarse textured soil of Mitra, mainly 
because its higher water content dynamics resulted in greater variations of the water content in 
the first hours after irrigation. 

HYDRUS-1D simulations of the total soil salinity resulted in a generally good agreement 
with the observed patterns in both locations. Values of 0.819 for R2 and 1.170 for b (n = 247 ob-
servations) were obtained for the relation between measured and simulated EC values in Al-
valade. In Mitra, R2 was 0.710 and b was 1.160 for n=363 observations (Table 9). Figures 2 and 
3 show examples of observed and simulated values of the electrical conductivity of the soil solu-
tion in Alvalade and Mitra, respectively, at a 40-cm depth. 

Measured and simulated concentrations of soluble Na+ resulted also in a generally good 
agreement in both locations. In Alvalade, values of 0.809 for R2 and 1.046 for b were obtained 
between measured and simulated sodium concentrations for the 242 observation data points. In 
Mitra, the agreement between simulated and measured sodium concentrations presented values 
of 0.710 for R2 and 0.907 for b for the 356 observation data points. 

Differences between measured and simulated concentrations for the soluble Ca2+ and Mg2+ 
resulted in lower determination coefficients than for Na+ and EC. Also, b was further from 1.0 
than before. The R2 for the soluble Ca2+, in both fields, was not higher than 0.644 and b gave  
values higher than 1.212, while for the soluble Mg2+ the best value found was 0.659 for R2 and 
1.375 for b. These lower R2, and b values different from 1.0, were certainly due to its occurrence 
in small quantities (they were not added to the irrigation waters) and due to erroneous readings 
of these cations in the atomic absorption spectrophotometer equipment in 2006. Consequently, 
the SAR determination was also affected in 2006 (Table 9, and Figures 2, and 3). 

ESP calculated from HYDRUS-1D simulations of the exchangeable cations resulted in poor 
relations with the ESP determined from the measured exchangeable cations for Alvalade and es-
pecially for Mitra. 
 
Table 9. Results of the regression analysis between measured and simulated soil water contents (θ), elec-
trical conductivity of the soil solution, soluble Na+, Ca2+, and Mg2+ concentrations, sodium adsorption ra-
tios, and exchangeable sodium percentage. 

Alvalade  Mitra Parameters b R2 n  b R2 n 
θ 0.997 0.986 282  0.862 0.962 379 

EC 1.170 0.819 247  1.160 0.710 363 
Na+ 1.046 0.809 242  0.907 0.710 356 
Ca2+ 1.212 0.644 227  1.396 0.638 345 
Mg2+ 1.375 0.659 233  1.610 0.571 343 
SAR 0.726 0.755 219  0.605 0.717 327 
ESP 1.498 0.773 36  1.439 0.338 36 
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Figure 2. Example of the results obtained in Alvalade for the water content, electrical conductivity (EC) 
of the soil solution, soluble sodium concentration and sodium adsorption ration. I and R correspond to the 
irrigation and rainfall periods, respectively. 

GI A - HYDRUS
GI A - Measured
GIV C - HYDRUS
GIV C - Measured
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Figure 3. Example of the results obtained in Mitra for the water content, electrical conductivity (EC) of 
the soil solution, soluble sodium concentration and sodium adsorption ration. I and R correspond to the ir-
rigation and rainfall periods, respectively. 
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4 CONCLUSION 
HYDRUS-1D successfully simulated the water regime, as well as the effects of different irriga-
tion waters on the geochemistry of the studied Fluvisol and Antrossol. The correspondence be-
tween observed and simulated variables was good, considering that simulations were carried out 
to predict field measurements over a considerable time period (3 years) without any calibration, 
and with all input variables (i.e., the soil hydraulic properties, solute transport parameters, at-
mospheric demand, Gapon constants, physical and chemical characteristics of the soil, LAI and 
root depth) measured independently. 

In Alvalade, the agreement between measured and simulated values was best for the water 
content (R2=0.97; b=1.00), EC (R2=0.82; b=1.17) and soluble sodium concentrations (R2=0.81; 
b=1.05). In Mitra, the best agreement was obtained also for the water content (R2=0.96; b=0.86), 
EC (R2=0.71; b=1.16) and soluble sodium concentrations (R2=0.71; b=0.91), but with slightly 
lower coefficients. 

Soluble calcium (R2=0.64; b=1.21) and magnesium concentrations (R2=0.66; b=1.38), SAR 
(R2=0.76; b=0.73), and ESP (R2=0.77; b=1.50) were predicted less well in Alvalade. In Mitra, 
the same parameters provided again slightly worse coefficients. 

In spite of the considerable input data demands, HYDRUS-1D proved to be an effective tool 
that may become very useful for irrigation management, and for predicting the effects of irriga-
tion water quality on soil and groundwater quality. 
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1 INTRODUCTION 
Transport of non-sorbing tracer is usually correctly described by the convection dispersion 
equation (CDE), in the absence of physical non-equilibrium transport processes. 

In the case of viscous Poiseuille flow in cylindrical tubes and parallel plates, Taylor and Aris 
explained the hydrodynamic dispersion in the longitudinal direction as a combined effect of mo-
lecular diffusion in the liquid phase and velocity variations with the radius (thickness) of the 
tube (parallel plate). The following expression for dispersion coefficient upscales the two effects 
for asymptotic times and is further referred to as Taylor dispersion (Taylor, 1953):  
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where Dm is the molecular diffusion coefficient (cm2 h-1), U is the average velocity in the tube 
(cm h-1), a is the radius (thickness) of the tube (parallel plate) (cm) and κ is a constant depending 
on the velocity profile in the medium (-). The constant κ is 1/48 and 1/210 for the tube and par-
allel plate, respectively. Using Taylor dispersion (1) in the CDE exactly describes the concentra-
tion distribution of a non-sorbing tracer in these geometries, that is, Taylor dispersion is truly 
Fickian. 

Transport of sorbing tracers is further described by an additional term to the CDE. One usu-
ally assumes that the dispersion coefficient of the sorbing tracer is identical to that of the non 
sorbing tracer, provided for a correction of the molecular diffusion coefficient (e.g. Prata et al., 
2003). However, Aris (1959) established a general expression of the variation in time of the sec-
ond moment, σ2, of the spatial distribution of the sorbing solute in a fluid flowing through a tube 
applied to the case in which the solute can also pass into another fluid phase flowing in an annu-
lar region around the first. Matrix diffusion, instantaneous and kinetic sorptions were taken into 
account. Reducing the Aris’s general expression to the case of one sorbing wall, one fluid, lami-
nar flow, isotropic and uniform diffusion coefficient gives (Harvey and Marsily, 1995): 
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ABSTRACT: Dispersion is a key process describing spreading of solutes. Aris (1959) demon-
strated that retardation (equilibrium sorption) does affect the value of the dispersion coefficient 
and increases it as compared to non-sorbing solute in the case of cylindrical pores. This phe-
nomenon is named Fickian sorption-enhanced dispersion. This paper presents an attempt to 
evaluate the presence of the latter process in the complicated geometry of soil pore space. To do 
so, Fickian sorption-enhanced dispersion and non-equilibrium two-site sorption were evaluated 
to describe metribuzin transport in undisturbed soil cores sampled in the A, B and C horizons of 
a sandy loam soil. Inverse modelling of the water tracer (bromide) and metribuzin breakthrough 
curves (BTCs) was performed in the framework of the CDE, with HYDRUS-1D.  
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where Ds is the molecular diffusion in solid phase (cm2 h-1), kd is the partition coefficient be-
tween solid and liquid phases (L kg-1), αk is the mass transfer rate coefficient (h-1) and R is the 
retardation factor. 

The first term of the right-hand side of equation (2) represents the Taylor-Aris dispersion 
mechanism due to the combined effect of molecular diffusion in the liquid phase and velocity 
profile in the liquid phase. It is similar to equation (1) except for the constant κ1 that differs from 
the constant κ due to the retardation factor: 

⎟
⎠
⎞

⎜
⎝
⎛ ++= 2

32
11 R

A
R
AAκκ                        (3) 

where A1, A2 and A3 are constants depending on the geometry. For a tubular geometry (A1 = 11, 
A2 = -16, A3 = 6), for a parallel plate (A1 = 78, A2 = -147, A3 = 70).  

The second term of the right-hand side of equation (2) represents the effect of solute diffu-
sion into the solid phase. This term is generally neglected when considering sorption process. 
The third term of the right-hand side of equation (2) represents the effect of rate-limited mass 
transfer. This latter term results in tailing of the concentration distribution due to the rate-limited 
remobilization of solute from either an immobile phase or kinetic sorption sites. This process is 
described in the CDE by a source/sink term and is thus not of a Fickian form. From equation (6), 
Aris demonstrated that retardation does affect the value of the dispersion coefficient and in-
creases it as compared to non-sorbing solute. The dispersion coefficient of a sorbing tracer 
writes thus: 
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Introducing (4) in the CDE of a sorbing tracer correctly described the concentration distribu-
tion of a sorbing tracer in parallel plate as numerically shown by Pot and Genty, 2005. The en-
hanced dispersion was also correctly predicted by experimental investigation of solute exchange 
between phases in capillary tube (Grosser et al., 1991). This sorption-enhanced dispersion is 
thus a truly Fickian mechanism and is hereafter named as Fickian sorption-enhanced dispersion.  

From equations (2) and (3), retardation is expected to be the predominant mechanism in in-
creasing the dispersion (by a factor up to A1) for highly sorbing solutes, while rate-limited mass 
transfer becomes negligible. 

In this work, we attempted to evaluate the presence of Fickian sorption-enhanced dispersion 
in the complicated geometry of soil pore space. 

2 MATERIALS AND METHODS 
We analyzed sorption and transport of metribuzin [4-amino-6-tert-butyl-4,5-dihydro-3-
methylthio-1,2,4-triazin-5(4H)-one], a fairly mobile herbicide, by the means of transport column 
experiments. Displacement experiments of Br- and metribuzin were realized in undisturbed soil 
cores (12 cm inner diameter) sampled in 2002 at Grue in Southern Norway in the A, B and C 
horizons of a sandy loam soil from the depths 0-25 cm, 28-43 cm and 50-75 cm respectively. 
The experimental transport conditions were established using fixed and steady-state water po-
tential conditions (-10 cm), in order to achieve transport in the same range of pore size for all 
soil columns. A pulse of CaCl2 water solution (5 x 10-3 mol L-1) containing the water tracer, Br-, 
and the herbicide metribuzin was injected.  

Inverse modelling of Br- and metribuzin breakthrough curves (BTCs) was performed in the 
framework of the CDE with HYDRUS-1D (Šimůnek et al., 1998, 2003). The metribuzin data 
were first analyzed using the chemical equilibrium transport model written for a sorbing and de-
caying solute. The metribuzin dispersion was either fixed to the value obtained from Br- BTCs 
(hypothesis 1, model CDE I) or estimated (hypothesis 2, model CDE II). Then the same analysis 
was repeated using the chemical non-equilibrium transport model based on the two-site sorption 
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model (Cameron and Klute, 1977) using hypothesis 1 (two-site I model) and hypothesis 2 (Two-
site II model).  

The soil profile was assumed to be initially solute-free. A flux concentration (third-type) and 
a zero concentration gradient were used as the upper and lower boundary conditions, respec-
tively. The transport models were calibrated against measured BTCs using flux concentrations at 
the lower boundary. 

3 RESULTS 
All measured bromide BTCs were well described by the classical physical equilibrium transport 
model based on the CDE (Figure 1). The fitted dispersivity values were found smaller than 1 cm 
for all soil columns indicating thus that spatial heterogeneity was small.  

The non-equilibrium chemical models generally performed better than the equilibrium 
chemical models in the order: Two-site II > Two-site I > CDE II >> CDE I (Figure 1). The 
range of the values of the distribution coefficient, kd was lower than the kd values measured in 
batch conditions (Benoit et al., 2007; Stenrød et al., 2007). For the surface horizon, the half-life, 
of about 4 days, was shorter than corresponding static laboratory incubations of 26 days at 28°C 
(Stenrød et al., 2007). This high degradation rate could be attributed to irreversible sorption (de-
fined as fast attachment and much slower detachment) at the time scale of transport (Beigel and 
Di Pietro, 1999; Pot et al., 2005). The metribuzin dispersion coefficients in the CDE II and Two-
site II models were larger than the bromide dispersion coefficients but generally to a lesser ex-
tent when using the Two-site II model than when using the CDE II model. 

For the Grue soil C horizon, only the CDE II model yielded sound transport parameters. This 
result would support the hypothesis that retardation caused a Fickian increase of the dispersion 
coefficient during transport of metribuzin in this horizon. The mean ratio of metribuzin to Br- 
dispersion coefficients was of 2.0 ± 0.5 for a mean retardation factor value of 1.4 ± 0.1. This ra-
tio is in good agreement with the one found in numerical investigation of Fickian sorption-
enhanced dispersion in a natural rough fracture (ratio of about 2 for a retardation factor value of 
1.6) (Pot and Genty, 2007). However, this increased dispersion coefficient may also reflect addi-
tional non-equilibrium processes not taken into account by non-equilibrium two-site sorption. 
For instance, slow diffusion of metribuzin to the sorption places or intraparticle diffusion could 
result in an effective dispersion coefficient higher than the Br- dispersion coefficient (Brusseau, 
1993).  

For the A and B horizons, the Two-site II model yielded larger fraction of equilibrium sites  
together with smaller αk values compared to the ones obtained by the Two-site I model, so that 
the overall rate of reaction predicted by both models is more or less the same. It is thus to note 
that both non-equilibrium models (Two-site I and Two-site II models) yielded similar non-
equilibrium degree, indicating that the increase of dispersion was not compensated by lower 
non-equilibrium. This is indicative of robustness of the models. The Two-site II model thus de-
scribed metribuzin transport in the A and B horizons of Grue by assuming high dispersion coef-
ficients and kinetic sorption. The mean ratio of metribuzin to bromide dispersion coefficients of 
2.1 ± 0.6 (R = 1.8 ± 0.2) was similar to the one found for the C horizon of Grue soil and the 
natural rough fracture (Pot and Genty, 2007). However, as discussed for the CDE II model, ad-
ditional non-equilibrium (like intraparticle diffusion or film diffusion) may also result in a simi-
lar effective increase of the metribuzin dispersion coefficient. 

4 CONCLUSIONS 
For the sandy loam soil investigated in this work, the classical physical equilibrium transport 
model based on the CDE satisfactorily described bromide transport. The non-equilibrium two-
site sorption combined with Fickian sorption-enhanced dispersion (Two-site II model) better de-
scribed the metribuzin fate during transport in the A and B horizons of Grue soil. Fickian sorp-
tion-enhanced dispersion (CDE II model) better described the metribuzin fate during transport in 
the C horizon of Grue soil. In our opinion, we can only conclude from this study that either re-
tardation may influence dispersion and increase it in porous medium or that other non-
equilibrium processes not included in the models we used occurred and resulted in higher effec-
tive dispersion. We thus emphasize that more theoretical and modelling studies are needed to 
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elucidate the potential dependency relation of a Fickian form between dispersion and retardation 
in porous medium and macrodispersion regime. 
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Figure 1. Experimental bromide and metribuzin- BTCs, presented as the relative concentration 
against time, and best fit obtained with the CDE model for bromide and the CDE I, CDE II, 
Two-site I and Two-site II models for metribuzin.  
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1 INTRODUCTION 

The second half of the twentieth century has seen an important degradation of groundwater res-
sources in Europe as a result of the development of intensive agriculture. A large part of this 
degradation is due to contamination by pesticides (Leistra & Boesten, 1989). The situation in 
France is no exception. The quality of the Beauce groundwater, a unique national groundwater 
resource with a volume estimated to 20 billions of m3 at full capacity, is also degraded by phys-
icochemical contaminations, especially by agricultural pesticides (IFEN, 2004; FREDON, 
2007). The recharge zone of the Beauce groundwater aquifer covers 9000 km2 over 6 French 
departments (Eure-et-Loir, Loir-et-Cher, Loiret, Yvelines, Essonne, Seine-et-Marne). Annual 
uses of this groundwater are estimated to 100-150 millions of m3 for drinking water supply 
(DWS) and industrial uses, and to 300-500 millions of m3 of irrigation in agriculture. 

The research project ESHEL, supported by the French Ministry for Ecology, Sustainable De-
velopment and Land Planning, had for main objective the understanding of the processes at the 
origin of Beauce groundwater contamination by pesticides. It extended an action plan initiated 
by the GREPPPES (Regional Group for the study of pollution par phytopharmaceutical products 
in waters and soils for the Centre region) and the Chambre d’Agriculture d’Eure-et-Loir, which 
aimed at limitating the contamination of the DWS of the Ouarville commune by agricultural 
pesticides. This action plan included a monitoring of pesticide concentrations in many wells and 
piezometers located in the water basin of Ouarville (20 km2) from 1999 to 2003, and showed a 
permanent contamination by a variety of molecules (atrazine, isoproturon, chlortoluron, benta-
zone, fluroxypyr). 

A preliminary work on solute transport in the loamy soils of Beauce had shown that preferen-
tial flow through macropores (earthworm or root channels) was ineffective due to the high hy-
draulic conductivity of the soil matrix. However, flow rates of conservative inert tracers (bro-
mide anion) were not consistent with a movement of all the water contained in the soil. The 
research results from the ESHEL project have demonstrated the existence of a « mo-
bile/immobile water » (MIM)-type of transport in Beauce soils (Alletto et al., 2006a). These 
soils are characterized by a large immobile water fraction, of the order of 50 % of the soil water 
content when close to saturation. This leads to larger solute flow rate than if all the soil water 

Sensitivity Analysis of HYDRUS-1D to transient-MIM 
parameters: a case study related to pesticide fate in soil 

B. Cheviron§, Y. Coquet 
UMR 1091 INRA / AgroParisTech Environment and Arable Crops, BP 01, 78850 Thiverval-Grignon, 
France 
§currently at UMR 1221 INRA/IRD/ Montpellier SupAgro LISAH, 2 place Viala, 34060 Montpellier 
cedex 1, France 

ABSTRACT: We evaluated version 3.0 of HYDRUS-1D for its capacity to simulate pesticide 
transport in soil under transient MIM flow. We present a one-parameter-at-a-time sensitivity 
analysis of HYDRUS-1D based on 3 base case scenarios corresponding to three soil profiles, for 
which a comprehensive set of pesticide fate parameters were available, including MIM parame-
ters. The sensitivity analyses were performed using the SENSAN software and were based on 
the maximum instantaneous and annually-averaged concentration in soil solution at 1 m depth. 
The most sensitive parameters for the three soil profiles were MIM parameters θm,s and θim,s, the 
van Genuchten shape parameter n and, more classically, pesticide sorption coefficient and deg-
radation rate. The high sensitivity of pesticide concentration to MIM parameters pleads for the 
inclusion of transient MIM processes in pesticide fate models. 
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was participating to the flow. In consequence, the MIM flow process has to be accounted for in 
modelling the risk of pesticide leaching to groundwater in the Beauce region. For that purpose, 
we intend to use version 3.0 of the HYDRUS-1D model (Šimůnek et al., 2005), which allows to 
simulate MIM solute transport under transient conditions. However, no information is currently 
available about the sensitivity of HYDRUS-1D to transient MIM parameters. This paper pre-
sents the results of a one-parameter-at-a-time sensitivity analysis of HYDRUS-1D to soil pa-
rameters determining pesticide fate. This sensitivity analysis is based on 3 base case scenarios 
corresponding to 3 Beauce soils studied in the ESHEL project, and for which a comprehensive 
set of pesticide fate parameters, including MIM parameters, have been measured. 

2 METHODS AND TOOLS 
2.1 HYDRUS-1D 
Two ways of modeling transient MIM flow in soils are proposed in HYDRUS-1D (Šimůnek et 
al., 2003). While the darcian water flow is limited to the mobile region, the exchange of water 
between the mobile and the immobile regions, which is compulsory to account for the dynamics 
of the partitioning between the two zones under transient conditions, may be described as a 
function of local non equilibrium expressed either in terms of effective saturation or in terms of 
water potential. 

The effective saturation-based MIM model is written: 

( ) ( )

( )⎪
⎪
⎩

⎪⎪
⎨

⎧

−=
∂
∂

−−⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛ +
∂
∂

∂
∂

=
∂
∂

imm
im

imm
m

SeSe
t

SeSe
z
hhK

zt

ωθ

ωθ 1
 (1) 

where θm and θim [-] are the volumetric water contents in the mobile and immobile water re-
gions, K [L T-1] is the hydraulic conductivity, h [L] is the soil water pressure head, ω [T-1] is the 
water transfer rate between the mobile and the immobile regions, Sem and Seim [-] are the effec-
tive water saturations in the mobile and immobile regions, z [L] denotes the position on the ver-
tical axis taken positive upwards, and t [T] is the time. The effective water saturations in the 
mobile and immobile regions are defined as: 
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where θm,r and θm,s [-] are the residual and saturated volumetric water contents in the mobile re-
gion while θim,r and θim,s [-] are the residual and saturated volumetric water contents in immobile 
region. Effective saturation of the mobile region and soil hydraulic conductivity are controlled 
by soil water potential according to the Mualem-van Genuchten formulation (van Genuchten, 
1980): 
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where α [L-1] and n [-] are van Genuchten’s shape factors, Ks [L T-1] is the soil saturated hydrau-
lic conductivity and l [-] is the Mualem exponent related to pore tortuosity and connectivity. 

The water potential-based MIM model is written: 
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where hm and him [L] are the water potential head in the mobile and immobile water regions, and 
ω* [T-1] is the water transfer rate between the mobile and the immobile regions. In this formula-
tion, the water exchange between the immobile and the mobile regions is driven by difference of 
water potential between the two regions. This implies that the two regions have different water 
retention characteristics: 
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Depending on the choice of the formulation, the modelling of MIM hydraulic flow in soil will 
necessitate: 

- 9 parameters for the Se-based formulation: θm,s, θm,r, θim,s, θim,r, ω, α, n, Ks, l 
- 11 parameters for the h-based formulation: θm,s, θm,r, θim,s, θim,r, ω*, αm, nm, αim, nim, 

Ks, l 
Like Köhne et al. (2004), we decided to use the formulation that required less parameters: the 
Se-based one. 

For modelling the fate of pesticides in soil, we had to consider solute sorption and decay in 
addition to transport: 
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where cm and cim [ML-3] are the solute concentration in the mobile and immobile water regions, 
ρ [ML-3] is the bulk density, sm and sim [-] are the solute concentration adsorbed to the solid 
phase in the mobile and immobile water regions, f [-] is the fraction of the sorption sites located 
in the mobile region, qm [L T-1] is the flux density in the mobile region, Γs [ML-3T-1] is the solute 
transfer rate between the mobile and the immobile regions, μ [T-1] is the first-order solute degra-
dation rate, ωs [T-1] is the first-order solute transfer rate coefficient between the mobile and im-
mobile region due to diffusion, and Dm [L2T-1] is the dispersion coefficient in the mobile region 
defined as: 
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where λm [L] is the dispersivity of the mobile region, and D0 [L2T-1] is the molecular diffusion 
coefficient.  

Due to numerical convergence problems, we had to consider a linear sorption isotherm in-
stead of a Freundlich isotherm: 

ckds ⋅=  (8) 
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where kd [L3M-1] is the linear sorption coefficient. Sorption coefficient was assumed to be simi-
lar in both mobile and immobile regions. Pesticide degradation was described by a first order 
kinetics. Pesticide degradation rates, μ, were considered to be depending on soil temperature and 
water content. While temperature effects were modelled by the Arrhenius equation, water con-
tent effects were implemented through Walker (1974)’s equation, which assumes that μ is pro-
portional to water content: 
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where μref [L3M-1] is the degradation rate measured at some reference water content θref., and b is 
an empirical parameter. 

2.2 Base case scenarios 
All the horizons of three soil profiles from the Ouarville catchment (Table 1) were fully charac-
terized for their hydraulic, MIM and pesticide fate parameters through independent measure-
ments. 

 
Table 1. Description of the three Beauce soil profiles.  _____________________________________________________________________________ 
       Site 1     Site 2     Site 3         _________________ ________________  _________________   
       Horizon  Depth Horizon  Depth Horizon  Depth  
            (cm)       (cm)       (cm) _____________________________________________________________________________ 
Seedbed     LA1-1  0-8  LA1-2  0-8  LA1-3  0-8  
Plough layer   LA2-1  8-28  LA2-2  8-28  LA2-3  8-28  _____________________________________________________________________________ 
Clay-enriched   BT1-1  28-48 BT-2   28-68 BT-3   28-68 
layers     BT2-1  48-78        B-3   68-90 
Weathered     
limestone    C-1   78-  C-2   68-  C-3   90-  _____________________________________________________________________________ 
 

Hydraulic parameters θs, θr, α, n, Ks, l were estimated using Wind evaporation experiments, 
while setting l values to 0.5. θm,s, θm,r, θim,s, θim,r were calculated from θs, θr values assuming θim,r 
to be equal to zero and using the mobile water fraction θ/θm measured at h = -1 cm with tension 
infiltrometers and anionic tracers (Alletto et al., 2006a) to calculate θm,s and θim,s. Water ex-
change parameter ω was taken from Köhne et al. (2004). Bulk density was measured by the cyl-
inder method. Solute exchange coefficient ωs was measured using the technique of Jaynes et al. 
(1995) (Alletto et al., 2006a). Linear sorption coefficients of isoproturon, a substituted-urea her-
bicide used on cereal crops, were obtained from batch experiments and degradation rates from 
laboratory incubations (Alletto et al., 2006b). Degradation experiments made at different tem-
peratures and water contents were used to derive the parameters of the Arrhenius and Walker 
equations (Alletto et al., 2006b). Dispersivity λm was calculated from a field bromide tracer ex-
periment and was assumed to be identical for all the horizons of each soil profile. All parameter 
values are listed in Table 2. 
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Table 2. Reference values of HYDRUS-1D parameters for the horizons of the three soil profiles.  

site 1 site 2 site 3 site 1 site 2 site 3 site 1 site 2 site 3 site 1 site 2 site 3 site 1 site 3
theta m,r m1 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,1400 0,1752 0,0760 0,0760 0,2506 0,0300 0,0338
theta m,s m2 0,4784 0,2358 0,2484 0,3290 0,1320 0,1485 0,2705 0,2590 0,3310 0,1880 0,2012 0,3689 0,0990 0,0783
theta im,r m3 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0600 0,0948 0,1140 0,0094 0,1094 0,0100 0,1562
theta im,s m4 0,1716 0,3832 0,4416 0,1410 0,2680 0,3015 0,2295 0,1110 0,1790 0,2820 0,2489 0,1611 0,3280 0,3617

omega m->im m5 1,30 1,30 1,30 1,30 1,30 1,30 4,50 4,50 4,50 4,50 4,50 4,50 4,50 4,50
mobile fraction m6 0,74 0,38 0,36 0,65 0,33 0,33 0,55 0,70 0,65 0,40 0,45 0,70 0,23 0,28

alpha vG v1 0,42 0,60 0,37 2,00 4,80 0,29 0,21 2,49 1,62 2,00 0,48 2,78 3,03 5,45
n vG v2 1,23 1,21 1,34 1,25 1,10 1,42 1,32 1,25 1,24 1,16 1,30 1,16 1,22 1,20
L vG v3 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5
Ks v4 156,0 213,6 528,0 160,0 633,6 528,0 158,4 604,8 233,0 600,0 1106,4 205,0 1555,2 383,0

diffusivity in water s1 1,797 1,797 1,797 1,797 1,797 1,797 1,797 1,797 1,797 1,797 1,797 1,797 1,797 1,797
kd s2 5,00 5,00 5,00 4,00 4,00 4,00 0,90 1,00 1,00 0,70 0,30 0,60 0,50 0,30

beta s3 1 1 1 1 1 1 1 1 1 1 1 1 1 1
mu s4 0,0608 0,0608 0,0608 0,0578 0,0578 0,0578 0,0062 0,0042 0,0062 0,0042 0,0034 0,0047 0,0065 0,0007

alpha s5 0,0192 0,0192 0,0192 0,1320 0,1320 0,1320 0,0360 0,0288 0,0240 0,0552 0,6528 0,0288 0,5808 0,1440
walker b s6 0,68 0,68 0,68 0,68 0,68 0,68 0,53 0,53 0,53 0,53 0,38 0,53 0,38 0,38
ea (kd) s7 45000 45000 45000 45000 45000 45000 45000 45000 45000 45000 45000 45000 45000 45000

ea (beta) s8 45000 45000 45000 45000 45000 45000 45000 45000 45000 45000 45000 45000 45000 45000
ea (mu) s9 45000 45000 45000 45000 45000 45000 45000 45000 45000 45000 45000 45000 45000 45000

bulk density p1 1,30 1,10 1,20 1,35 1,20 1,45 1,41 1,35 1,45 1,41 1,48 1,20 1,49 1,40
dispersivity p2 2,30 1,5 2,10 2,30 1,5 2,10 2,30 1,5 2,10 2,30 1,5 2,10 2,30 2,10

solid fraction p3 0,35 0,38 0,30 0,50 0,43 0,55 0,53 0,47 0,49 0,53 0,55 0,47 0,53 0,56
organic fraction p4 0,01 0,02 0,01 0,01 0,01 0,01 0,01 0,00 0,01 0,01 0,00 0,00 0,01 0,00

thermal dispersivity p5 5,0 5,0 5,0 5,0 5,0 5,0 5,0 5,0 5,0 5,0 5,0 5,0 5,0 5,0

MIM

VAN 
GENUCHTEN

SOLUTE

PHYSICS

parameter code layer 1 layer 2 layer 3 layer 4 layer 5

 
Units : ω (d-1), α (cm-1), Ks (cm d-1), D0 (cm2 day-1), kd (g cm-3), μ (d-1), ωs (solute alpha) (d-1), Ea (activa-
tion energy in Arrhenius equation) (J), bulk density (g cm-3), λm (cm), thermal dispersivity (cm). 

2.3 Sensitivity analyses 
We used the SENSAN software (Doherty, 2004) to predefine parameter sets for HYDRUS and 
automate HYDRUS runs until all parameter sets had been tested. Batch files were created to ac-
tivate FORTRAN routines to count, record and reformat HYDRUS runs and outputs to ad hoc 
formats and files, and extracting concentration values simulated at 1 m depth, which was the 
only output variable considered in the sensitivity analyses. Some constrains were put on parame-
ter combinations for physical reasons: 
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Range of variations were determined according to measured local variability of the parameters 
or based on a priori estimation of this variability or based on measurement accuracy (Table 3). 
 
Table 3. Range of variation of HYDRUS-1D parameters.  

layers 1-2 layers 3-4-5 layers 1-2 layers 3-4-5 layers 1-2 layers 3-4-5
theta m,r m1 fixed 0.20 - 1.80 fixed 0.20 - 1.80 fixed 0.21 - 1.79
theta m,s m2 0.20 - 1.58 0.32 - 1.79 0.20 - 1.80 0.47 - 1.80 0.20 - 1.80 0.50 - 1.79
theta im,r m3 fixed 0.20 - 1.80 fixed 0.20 - 1.80 fixed 0.21 - 1.79
theta im,s m4 0.20 - 1.80 0.28 - 1.79 0.20 - 1.80 0.46 - 1.80 0.20 - 1.80 0.20 - 1.80

omega m->im m5 0.10 - 5.00 0.11 - 4.96 0.03 - 32.23 0.03 - 32.00 0.10 - 5.00 0.11 - 4.96
mobile fraction m6 0.71 - 1.30 0.70 - 1.30

alpha vG v1
n vG v2
LvG v3
Ks v4 0.25 - 4.00 0.26 - 3.97 0.25 - 4.00 0.26 - 3.97

diffusivity in water s1
kd s2 0.6 - 1.40 0.21 - 1.79 0.60 - 1.40 0.20 - 1.80 0.60 - 1.40 0.21 - 1.79

beta s3
mu s4 0.60 - 1.40 0.09 - 1.90 0.60 - 1.40 0.13 - 1.86 0.60 - 1.40 0.09 - 1.90

alpha s5 0.10 - 5.00 0.11 - 4.96 0.10 - 5.00 0.11 - 1.87 0.10 - 5.00 0.11 - 4.96
walker b s6
ea (kd) s7

ea (beta) s8
ea (mu) s9

bulk density p1
dispersivity p2 0.20 - 5.00 0.33 - 3.00 0.20 - 5.00 0.33 - 3.00

solid fraction p3
organic fraction p4 0.73 - 1.27 0.67 - 1.33

thermal dispersivity p5

Legend : 0.50 - 1.25 -> a variation between 50% and 125% of the reference value has been tested

0.72 - 1.28 0.71 - 1.29
0.50 - 1.50 0.50 - 1.50 0.50 - 1.50

0.33 - 3.00
0.90 - 1.10 0.90 - 1.10 0.90 - 1.10

0.80 - 1.20 0.80 - 1.20

0.85 - 1.15 0.85 - 1.15 0.85 - 1.15

fixed fixed

0.5 - 1.5 0.5 - 1.5 0.5 - 1.5

0.25 - 4.00
0.65 - 1.35 0.65 - 1.35 0.65 - 1.35

0.90 - 1.10 0.90 - 1.10
-4.00 - 4.00 -4.00 - 4.00 -4.00 - 4.00

0.70 - 1.30 0.70 - 1.30
0.80 - 1.20 0.80 - 1.20 0.80 - 1.20

SITE 1

0.90 - 1.10

fixed

0.80 - 1.20

parameter code SITE 2 SITE 3

 
In the sensitivity analyses, we created two groups of horizons: the topsoil group including the 

seedbed and the plough layer, and the subsoil group including all the horizons below the plough 
layer. This choice was motivated by the well-known importance of topsoil properties in pesti-
cide dissipation. 
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3 RESULTS 
 
Figure 1 gives some examples of the sensitivity of the 1 m depth concentration to MIM parame-
ters for the soil profile of site 2. 
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The most sensitive parameters are θm,s and θim,s. Water transfer rate ω is less sensitive. We 
used the Ratio Of Variation (ROV) to estimate the sensitivity of our target output (maximum 
concentration at 1 m depth, C) to variations of any input parameter p: 

ref

ref

ref

ref
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pp
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CC

ROV
−−

=  (11) 

We calculated the maximum mean annual ROV values for each site and calculated average 
values between the three sites and the corresponding standard deviations. Table 4 shows the re-
sults for the maximum and minimum input values for all parameters, sorted according to their 
sensitivities. 
 
Table 4. Sensitivities of pesticide concentration at 1 m depth to input parameters.  
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PARAMETER LAYERS ROV S-DEV PARAMETER LAYERS ROV S-DEV
theta im,s 1-2 -2,32 0,97 mu 1-2 -0,70 0,10

kd 3+ -1,99 0,60 kd 1-2 -0,63 0,43
mu 1-2 -1,93 0,33 theta m,s 1-2 -0,56 0,24
kd 1-2 -1,63 0,36 theta im,s 1-2 -0,49 0,49
mu 3+ -1,08 0,47 mu 3+ -0,41 0,20

theta m,s 1-2 -0,96 0,83 theta m,s 3+ -0,35 0,18
bulk density 1-2 -0,65 0,17 bulk density 1-2 -0,34 0,15
theta im,s 3+ -0,46 0,43 theta im,s 3+ -0,34 0,16
theta m,s 3+ -0,42 0,19 kd 3+ -0,25 0,04
alpha mim 1-2 -0,41 0,29 solid fraction 3+ -0,11 0,02

bulk density 3+ -0,21 0,19 theta m,r 3+ -0,09 0,09
omega mim 1-2 -0,19 0,17 diffusivity in water 1-2 -0,09 0,18
dispersivity 3+ -0,15 0,17 theta im,r 3+ -0,08 0,09
theta m,r 3+ -0,14 0,08 solid fraction 1-2 -0,05 0,04
theta im,r 3+ -0,09 0,05 alpha vG 3+ -0,04 0,07

thermal disp. 3+ -0,07 0,01 thermal disp. 3+ -0,04 0,00
solid fraction 1-2 -0,06 0,04 organic fraction 1-2 -0,02 0,01

alpha vG 3+ -0,05 0,09 L vG 3+ -0,02 0,00
solid fraction 3+ -0,05 0,05 alpha mim 3+ -0,02 0,07

L vG 3+ -0,02 0,01 dispersivity 3+ -0,02 0,01
L vG 1-2 -0,01 0,01 alpha mim 1-2 -0,01 0,00

organic fraction 1-2 0,00 0,00 organic fraction 3+ -0,01 0,01
organic fraction 3+ 0,00 0,01 omega mim 1-2 0,00 0,01

omega mim 3+ 0,00 0,02 omega mim 3+ 0,00 0,00
diffusivity in water 1-2 0,01 0,03 L vG 1-2 0,01 0,01

alpha mim 3+ 0,02 0,03 Ks 3+ 0,03 0,02
mobile fraction 3+ 0,04 0,05 bulk density 3+ 0,04 0,10

dispersivity 1-2 0,05 0,19 thermal disp. 1-2 0,05 0,04
thermal disp. 1-2 0,07 0,04 Ks 1-2 0,06 0,02

alpha vG 1-2 0,11 0,12 mobile fraction 3+ 0,07 0,04
Ks 3+ 0,11 0,04 alpha vG 1-2 0,11 0,12
Ks 1-2 0,15 0,02 dispersivity 1-2 0,11 0,05

mobile fraction 1-2 0,17 0,02 mobile fraction 1-2 0,18 0,05
walker b 3+ 0,24 0,08 walker b 3+ 0,19 0,08
walker b 1-2 0,37 0,20 walker b 1-2 0,35 0,19
ea (kd) 1-2 0,37 0,16 ea (kd) 1-2 0,41 0,19
ea (mu) 1-2 1,03 0,11 ea (mu) 1-2 1,26 0,13

n vG 3+ 1,77 0,68 n vG 3+ 1,37 0,79
n vG 1-2 2,00 1,24 n vG 1-2 3,95 0,18

MINIMUM ENTRIES MAXIMUM ENTRIES

 
 

The most sensitive input parameters are pesticide fate parameters kd and μ but also the n pa-
rameter of the van Genuchten function, for all horizon groups. The activation energy parameter 
for the degradation rate is also very sensitive, showing the importance of temperature effects on 
simulated pesticide concentrations. MIM parameters θm,s and θim,s are also very sensitive, 
thereby showing the importance of MIM processes in the simulation of pesticide leaching to 
groundwater. 

4 CONCLUSION 
 
We presented a sensitivity analysis of HYDRUS-1D in its transient-MIM version. The frame-
work of this analysis was the prediction of pesticide leaching to groundwater. Three base case 
scenarios were defined using independent measurements of the HYDRUS-1D parameters. The 
results show the high sensitivity of pesticide concentrations at 1 m depth to pesticide fate pa-
rameters, but also to the n parameter of the van Genuchten water retention function and to MIM 
parameters. Sensitivity to the mobile and immobile saturated water contents was particularly 
important. These results show the importance of including MIM processes in the models used to 
evaluate pesticide leaching risks to groundwater. 
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1 INTRODUCTION 

40-90% of surface water contamination is attributable to point sources or direct losses (Carter, 
2000; Decoin, 2003). Point source pollution results, for example, from spills at filling opera-
tions, leakages of the spray equipment, spray leftovers, spills of rinsing water from cleaning of 
internal tanks, and spills of water from external cleaning (Torstensson & Castillo, 1997; Ram-
well et al., 2004). Therefore biopurification systems, introduced by Torstensson and Castillo 
(1997) in Sweden, have been developed to clean pesticide contaminated water which is gener-
ated on farms. This system uses natural materials (agricultural waste products or products avail-
able on-farm) as sorbents to clean the pesticide contaminated water. Retention of pesticides in 
these systems does not depend solely on the structure and composition of the organic substrates, 
but also on the physicochemical characteristics of the pesticide. The efficiency of these systems 
is much lower in retaining and degrading mobile pesticides, such as bentazon, metsulfuron-
methyl, and mecoprop, than less mobile pesticides such as linuron (De Wilde et al. 2007). At 
present, biopurification systems are operated as a black box, since no research has yet been car-
ried out to sufficiently understand processes taking place inside of these systems. In order to op-
timize the efficiency of these systems for a broad range of pesticides and organic substrates, the 
fate of pesticides, and the effects of degradation and retention processes, inside of these systems 
need to be well characterized. This study focuses on the fate of four pesticides, i.e., linuron, ben-
tazon, metalaxyl and isoproturon, in small scale biopurification systems. Transport of these pes-
ticides was evaluated in column displacement experiments containing different mixtures of or-
ganic materials. Different matrix substrates that can be used in biopurification systems and that 
were evaluated in this study have different contents and characteristics of the organic carbon and 
could thus influence pesticide sorption and degradation inside of the soil column. The one-
dimensional transport model HYDRUS-1D (Simunek et al., 2005) was used to identify and 
quantify solute transport and hydraulic parameters.  

Evaluating sorption and degradation characteristics of pesticides 
using column displacement experiments 

T. De Wilde1, J. Mertens2, J. Šimůnek3, K. Sniegowski2, P. Spanoghe1, J. Ryckeboer2, 
D. Springael3 
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Belgium, 2Division Soil and Water Management, K.U. Leuven, Kasteelpark Arenberg 20, B-3001 
Heverlee, Belgium and 3Department of Environmental Sciences, University of California Riverside, 
Riverside, CA 92521, USA  

ABSTRACT: HYDRUS-1D was applied to analyze breakthrough curves (BTCs) generated in 
column displacement experiments. These column displacement experiments represent small 
scale biopurificiation systems to treat pesticide contaminated water. Pesticides were retained 
and degraded inside the column. For certain pesticides (i.e. metalaxyl), degradation was not a 
first-order process, therefore the convection-dispersion equation was augmented with the 
Monod type kinetics. 
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2 MATERIALS AND METHODS 

2.1 Pesticide and susbtrate properties 
Linuron was selected as a rather immobile pesticide (Koc = 410 L kg-1), metalaxyl (Koc = 47 L 
kg-1) and isoproturon (Koc = 36 L kg-1) as intermediately mobile pesticides, and bentazon (Koc = 
13 L kg-1) as a mobile pesticide. The following organic substrates were selected for this study: 
peat mix, garden waste compost, straw, sandy loam soil, cow manure and coco chips. 

2.2 Displacement experiments 
Laboratory columns were packed in triplicates with five different mixtures of air dried organic 
substrates and sandy loam soil (Table 1). The columns were 15 cm high and had an inner diame-
ter of 10 cm. The effluent was collected at the bottom in a fraction collector. A peristaltic pump 
delivered a constant Darcy flux of 1.74 cm d-1. Bromide in the form of KBr was used as a non-
reactive tracer in the column experiments to determine physical transport parameters. The bro-
mide solution (0.1 mM Br-) was injected into the columns as a pulse of 18.3 h. Pesticides were 
pumped onto the column together with the bromide solution. The pesticide solution pumped 
onto the column contained 0.001 M CaCl2 and 10 mg L-1 linuron, isoproturon, metalaxyl and 
bentazon. Pesticides were added continuously as a step input. The effluent was collected every 
2-3 days and both outflow volumes and pesticide concentrations were measured. 

 
Table 1: Composition of the laboratory columns 

 Mix 1 Mix 2 Mix 3 Mix 4 Mix 5 
Garden waste compost / 25 / / / 
Straw 50 50 50 25 25 
Coco chips / / / 25 25 
Peat mix 25 / 20 25 20 
Sandy loam soil 25 25 25 25 25 
Cow manure / / 5 / 5 

2.3 Transport models 
The HYDRUS-1D model that simulates one-dimensional water flow and transport of solutes in 
soils was used to describe the transport of pesticides (Šimůnek et al., 2005). It was assumed that 
experimental breakthrough curves (BTCs) could be described using the classical convection-
dispersion transport model (Lapidus & Amundson, 1952) that neglects both physical and chemi-
cal equilibrium. Assuming that decay is active only in the liquid phase and a non-linear relation-
ship between liquid and solid phase concentrations can be described using the Freundlich ad-
sorption isotherm: s = Kf cn, where c [M L-3] and s [M M-1] are concentrations in the liquid and 
solid phases, respectively, and Kf and n are Freundlich parameters, the transport of a reactive 
solute for steady-state water flow conditions can be written as follows: 

²
² l

c c cR D c
t z z

ν μ∂ ∂ ∂
= − −

∂ ∂ ∂  
(1) 

where D is the dispersion coefficient [L² T-1], ν is the pore water velocity (L T-1), ν = q/θ in 
which q is the Darcian water flux [L T-1] and θ is the volumetric water content [L³ L-3], µl is the 
first-order degradation constant for the solute in the liquid phase [T-1], t [T] and z [L] are the 
temporal and spatial coordinates, respectively and R is the retardation factor [-], in which ρb is 
the bulk density [M L-3]: 

11 nb
fR K n c

ρ
θ

−= + ⋅ ⋅ ⋅  (2) 

In the model described above (referred to below as the CDE model), pesticide degradation is 
assumed to be a first-order process depending only on the pesticide concentration. However, this 
is in contrast with a commonly observed lag phase (a start-up period, during which degradation 
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is not detected) in laboratory mineralization experiments. Therefore, we hypothesize that the 
simplified version of the Monod kinetics (Guimont et al., 2005) needs to be used to describe 
BTCs where a lag phase was clearly present (e.g., metalaxyl BTCs) (Mertens et al., 2008). In 
such model, bacteria growth can be described using the following Monod kinetics: 

m decay
s

dX c X k X
dt K c

μ
⎛ ⎞

= −⎜ ⎟+⎝ ⎠
 (3) 

where X is the biomass concentration [Mb Lw
-3], c is the liquid pesticide concentration [Mp Lw

-3], 
µm is the mass growth rate [T-1], Ks is the half saturation constant [Mp Lw

-3], and kdecay is the de-
cay rate [T-1] (subscripts b, p and w refer to biomass, pesticide and water, respectively). The bac-
teria Monod growth function can be related with the pesticide consumption utilizing a yield co-
efficient, Y, where Y is a measure of the organisms formed per pesticide utilized [Mb Mp

-1]. The 
local change in the pesticide concentration when neglecting the effects of the transport can then 
be expressed as follows: 

1
m

s

dc c X
dt Y K c

μ
⎛ ⎞

= − ⎜ ⎟+⎝ ⎠
  (4) 

If we can assume that pesticide concentration (c) is significantly lower than the half saturation 
constant (c <<Ks), then (3) and (4) simplify as follows: 

( )*m
decay m decay
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dX c X k X c X k X
dt K

μ
μ

⎛ ⎞
= − = −⎜ ⎟

⎝ ⎠
 (5) 
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s

dc X c X c
dt YK

μ
μ

⎛ ⎞
= − = −⎜ ⎟

⎝ ⎠
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where µm/Ks is the modified mass growth rate [Lw
3Mp

-1T-1] and µ*
 has units of [Lw

3Mb
-1T-1]. In-

corporating Eq. (6) into the one-dimensional transport equation (1), results in: 

*² ( )
² l

c c cR D X c c
t z z

ν μ μ∂ ∂ ∂
= − − −

∂ ∂ ∂
 (7) 

These equations (referred to below as the Monod model) have been implemented in HY-
DRUS-1D. The fitting parameters for this model are *µ , *

mµ  (yield Y) and kdecay.  

3 RESULTS AND DISCUSSION 

The physical transport was evaluated first by analyzing the bromide BTCs. The volumetric wa-
ter content, θ, and the longitudinal dispersivity, λ (D= λ v), were fitted to the observed Br BTCs. 
Once the physical transport was fully characterized, chemical processes for isoproturon, 
metalaxyl, linuron and bentazon were analyzed by inverting the pesticide BTCs, using the 
physical transport parameters estimated for the bromide transport. In all inversions of the pesti-
cide BTCs, the soil water content, θ, the water flux, q, the bulk density, ρ, and the dispersivity, 
λ, were fixed. Estimated reaction parameters included the Freundlich parameters Kf and n, and 
the liquid degradation constant µl.  
3.1 Bromide 
Fitted transport parameters are presented in Table 2. High water contents, likely caused by the 
high water sorbing capacity of the organic substrates such as peat mix and coco chips, were pre-
sent in all columns. 
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Table 2. Estimated physical transport parameters (± 95% confidence interval). 
 

θ λ R² Mix 
- cm  

1 0.58 ± 0.02 1.97 ± 0.28 0.90 
2 0.54 ± 0.02 1.41 ± 0.18 0.92 
3 0.62 ± 0.02 2.54 ± 0.28 0.89 
4 0.54 ± 0.02 4.03 ± 0.45 0.92 
5 0.63 ± 0.03 2.03 ± 0.39 0.77 

3.2 Isoproturon 
The fitted solute reaction parameters are presented in Table 3. The CDE model described well 
the BTCs of isoproturon, as is reflected by high values of the determination coefficient R² (0.98 
– 1.00). A significant shift of BTCs to the right compared to bromide indicated that the pesticide 
is strongly adsorbed to the organic substrates, as is also reflected by the retardation coefficient R 
(Table 3). A comparison of the Freundlich parameters obtained using column transport experi-
ments with those obtained using batch experiments (De Wilde et al., 2008) showed that Kf val-
ues were about 2.4-6.9 times smaller for the column experiments. This means that isoproturon is 
more strongly sorbed to the organic substrates in batch experiments and that using these coeffi-
cients in transport models would overestimate sorption. Relatively small differences exist in 
degradation between different columns.  

 
Table 3. Solute reaction parameters fitted to isoproturon BTCs (± 95% confidence interval). 

 
Kf n µl (x 10-3) R R² Mix 

L kg-1 - h-1   
1 8.00 ± 0.39 1.02 ± 0.04 2.23 ± 0.17 12.07 ± 2.01 0.99 
2 3.70 ± 0.19 1.31 ± 0.02 2.40 ± 0.12 15.39 ± 3.37 0.99 
3 4.93 ± 0.03 1.04 ± 0.03 1.70 ± 0.08 7.20 ± 0.86 1.00 
4 5.11 ± 0.07 1.04 ± 0.07 1.87 ± 0.15 7.97 ± 1.72 0.99 
5 2.05 ± 0.03 1.32 ± 0.08 2.01 ± 0.11 7.36 ± 2.14 0.98 

3.3 Bentazon 
Experimental BTCs of bentazon were again analyzed using the CDE model (Table 4) with a de-
termination coefficient R² from 0.72 to 0.92. In general, the retardation factors R were more or 
less equal to 1, indicating that hardly any retention occurred for all mixtures. The fitted n values 
for most mixtures were relatively high. The n and Kf values are determined from the changing 
slope of the part of the BTC curve were C/C0 increases from 0 to equilibrium conditions. Since 
bentazon breakthrough occurs very fast, the number of data points in this part of the curve is 
limited. This results in a poor estimation of the n and Kf value. Degradation of bentazon was 
about 10 times slower than for isoproturon and was almost negligible. 
 
Table 4. Solute reaction parameters fitted to bentazon BTCs (± 95% confidence interval). 

 
Kf n µl (x 10-4) R R² Mix 

L kg-1 - h-1   
1 0.00 ± 0.00 4.78 ± 2.14 3.11 ± 4.64 1.10 ± 0.17 0.90 
2 0.02 ± 0.02 2.55 ± 0.41 5.18 ± 6.43 1.00 ± 0.00 0.91 
3 0.01 ± 0.02 3.15 ± 0.85 1.82 ± 2.83 1.03 ± 0.02 0.72 
4 0.01 ± 0.03 3.61 ± 1.06 3.25 ± 1.49 1.27 ± 0.33 0.85 
5 0.02 ± 0.02 2.02 ± 0.43 0.00 1.06 ± 0.10 0.92 
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3.4 Metalaxyl 

Although a step input was applied on the top of the columns, the BTCs for mixtures 2, 3 and 5 
showed a pattern that is characteristic for a pulse input (Figure 1). We hypothesized that these 
BTCs can be described using a Monod-type degradation model, that considers bacteria growth 
and decay. This behavior of pesticides can be described by considering the simplified Monod 
kinetics in the CDE model. The simplified Monod kinetics (eq. (5) and (7)) were implemented 
into HYDRUS-1D. This model has the following additional reaction parameters (µ*, µm

* (Y) and 
kdecay) that needs to be either measured or estimated from collected breakthrough data. The clas-
sical CDE model (1) was first used to analyze Metalaxyl BTCs for all mixtures. The determina-
tion coefficient R² for the CDE model ranged from 0.64 to 0.99 (Table 6). First-order degrada-
tion constants for metalaxyl (Table 5) were of the same magnitude as for isoproturon. The 
Monod kinetics parameters and the yield coefficients determined by fitting the entire experimen-
tal data curves are presented in Table 6.  
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Figure 1: Metalaxyl BTCs measured and calculated for 3 columns with delayed degradation (in triplicate: 
A, B, C) Symbols are the experimental data, full, dashed and dotted lines are the fits given by the modi-
fied convection-dispersion equation. Relative concentrations are presented against the number of pore 
volumes (PV). 
 
Table 5. Solute reaction parameters fitted to metalaxyl BTCs. (± 95% confidence interval). 

 
Kf n µl (x 10-3) R R² Mix 

L kg-1 - h-1   
1 3.39 ± 0.37 1.17 ± 0.05 1.38 ± 0.12 7.54 ± 1.76 0.99 
2 2.26 ± 0.53 1.02 ± 0.11 3.23 ± 0.12 6.52 ± 3.97 0.97 
3 4.55 ± 0.15 0.78 ± 0.02 3.44 ± 0.05 3.69 ± 0.60 0.92 
4 1.37 ± 0.28 1.58 ± 0.01 1.26 ± 0.09 8.51 ± 1.49 0.96 
5 2.82 ± 0.44 0.76 ± 0.09 4.26 ± 0.23 2.76 ± 0.93 0.70 
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Table 6. Monod kinetic parameters and the yield coefficient for the degradation of metalaxyl 
 

Mix µ* (x 10-7) µm
* (x 10-4) kdecay R² Y 

2b 9.15 ± 14.02 -0.18 ± 8.21 3.15·10-6 ± 7.01·10-3 0.96 20.20 
2c 13.43 ± 2.92 -2.11 ± 1.93 1.08·10-3 ± 1.37·10-3 0.96 156.89 
3a 9.99 ± 0.89 -5.27 ± 1.09 2.57·10-3 ± 6.22·10-4 0.96 527.39 
3b 10.95 ± 3.96 -0.98 ± 3.23 2.30·10-5 ± 2.01·10-3 0.86 89.66 
3c 4.62 ± 0.95 -2.42 ± 1.41 6.26·10-4 ± 1.06·10-3 0.98 524.84 
5a 3.38 ± 0.65 -3.95 ± 0.99 5.27·10-4 ± 4.88·10-4 0.93 1168.18 
5b 4.43 ± 0.70 -2.69 ± 0.54 4.90·10-8 ± 2.14·10-4 0.91 607.71 
5c 1.99 ± 0.25 -2.51 ± 0.93 1.12·10-7 ± 4.30·10-4 0.90 1266.12 

3.5 Linuron 
Linuron is a pesticide with a higher Koc value than isoproturon, metalaxyl and bentazon, and it is 
thus quit immobile. No breakthrough of this pesticide was observed for 4 mixtures (out of 5) 
even after about 20 pore volumes. A slight breakthrough occurred only in mixture 4. 

4 CONCLUSION 

Pesticide displacement experiments were carried out for isoproturon, bentazon, metalaxyl and 
linuron in columns filled with five different types of organic mixtures. The experimental bro-
mide, isoproturon and bentazon BTCs were well described using the transport model based on 
the convection-dispersion equation. The transport model had to be enhanced with the Monod ki-
netics to describe experimental BTCs of metalaxyl. 
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1 INTRODUCTION 

Degradation and sorption characteristics of pesticides are crucial to quantify their transport 
through the unsaturated zone towards the groundwater. Parameters needed for the mathematical 
description of both processes are usually estimated from laboratory batch or column 
experiments and thereafter incorporated into larger scale models. This study evaluates the use of 
batch mineralization data, as well as pesticide leaching data through laboratory columns, for the 
estimation of parameters needed for the description of both pesticide sorption and degradation. 

Pesticide degradation in field or catchment scale models is commonly described using a 
first-order approach (Roulier et al., 2006). However, this first-order approach is in contrast with 
what is often seen in laboratory mineralization experiments where a lag phase (i.e., a period 
during which no degradation occurs) is commonly observed (Barriuso & Houot, 1996, Munier-
Lamy et al., 2002, Mertens et al., 2008). Since in both batch mineralization and column 
experiments of this study a lag phase is clearly noticeable, a first-order approximation of the 
Monod kinetics (Monod, 1949) is used to describe the kinetics of degradation. With respect to 
the sorption kinetics of the pesticide to the soil matrix, linear equilibrium sorption is assumed.  

This study uses the Shuffled Complex Evolution Metropolis (SCEM) algorithm (Vrugt et 
al., 2003) to identify the model parameters and their associated uncertainty. The objectives of 
the study are to compare the distributions of the model parameters that were optimized against 
(a) only batch mineralization data or (b) only column leachate data, and then (c) to investigate 
the suitability of the optimized batch parameters to predict the observed column leachate data.  

2 MATERIALS AND METHODS 

Steady state pesticide transport through soil columns 
The soil was collected between depths of 30 and 45 cm inside of an agricultural field (Beverst, 
Belgium), which had been yearly treated with atrazine since 1973. Sixteen columns (length 6.5 
cm, internal diameter 3 cm) were each packed with 80 g of disturbed soil (sieved at 2 mm) at an 
average bulk density of 1.5 g cm-³. At the bottom of the column, a glass filter plate (Robu 
glassfilter) was installed and a suction of -100 cm H2O was applied. Columns were irrigated at a 
rate of 1.7 mm day-1 using a peristaltic pump.  

Before applying the atrazine, the columns were pre-leached with a salt solution, which 
mimicked the soil solution, of 8 pore volumes. In the next step, atrazine dissolved in the salt 
solution (final concentration of 12 mg l-1) was added as a step application for 30 days (20 pore 
volumes). Leachates were collected in glass bottles (250 ml), which were periodically emptied 
to determine leachate volume and atrazine concentration. Atrazine was concentrated from the 
leachates using Oasis HLB Solid Phase Extraction (Waters corporation) cartridges and 
subsequent methanol extraction from the cartridges. The methanol extract was analyzed with 
reverse-phase HPLC (Merck, Hitachi, acetonitrile/H2O: 60/40).  
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Batch 14C-Atrazine mineralization by the indigenous soil community 
To examine the atrazine mineralization capacity of the indigenous soil community, two columns 
were leached with two pore volumes (36 ml) of a 14C-atrazine containing solution (20 mg l-1 
atrazine and 8 µg l-1 [U-ring-14C]-atrazine (Izotop, 1391 MBq mmol-1) dissolved in the salt 
solution). The total amount of atrazine in the soil and in the pore water in the column was: 0.26 
mg atrazine including 0.17 µg 14C-atrazine. These columns were incubated in a dark airtight 
chamber with an alkali trap (2 ml of 1 M NaOH) to trap the 14CO2 produced from 14C-atrazine 
mineralization. Periodically, the NaOH solution was removed and replaced by fresh alkali. The 
removed NaOH solution was mixed with 10 ml of liquid scintillation cocktail (Ultima Gold, 
PerkinElmer) and analyzed in a liquid scintillation counter (Wallac 1410, Perkin Elmer). 
Cumulative mineralization curves were established for both soil samples. The final 
mineralization extent was evaluated from the total amount of 14C-atrazine mineralized after 45 
days.  
 

Model and inverse model development 
To describe the atrazine mineralization, a first-order approximation of the Monod kinetics was 
applied, which simultaneously describes the microbial growth and pesticide degradation as 
follows:  

( ) XkXC
dt
dX

decaylm −= mod,μ  (1) 

( )XC
Ydt

dC
lm

l
mod,

1 μ−=  (2) 

where X is the biomass concentration [mg cm-3], Cl is the liquid atrazine concentration [mg cm-

3], μm,mod is the modified mass growth rate [cm3 mg-1 day-1], kdecay is the decay rate [day-1] and Y 
is the yield [-]. This simplification of the full Monod kinetics was implemented in MATLAB for 
the simulation of the batch mineralization data and in the HYDRUS-1D model (Simunek et al. 
2005) for the description of pesticide leaching and degradation through the soil columns. The 
inverse modeling SCEM algorithm was coupled to both the batch and the HYDRUS-1D model. 
From a sensitivity analysis (data not shown), it was concluded that the sensitivity of the batch 
and column model to the value of Y is low. Therefore the value of Y is not incorporated in the 
inverse modelling but fixed to 0.4. This value corresponds to 1 minus the final mineralized 
percentage atrazine after 45 days (60 %, see Figure 1), assuming that all atrazine is either 
respired to CO2 or incorporated in the biomass. The biomass decay rate, kdecay is assumed to be 0 
for two reasons: (i) neither batch nor column experimental data contain any information about 
the decay of the biomass and (ii) a limited time span (maximum of 40 days) is considered in 
both experiments.  
 

3 RESULTS AND DISCUSSION 

Model fits and optimized model parameter distributions 
Figure 1 (left) shows the observed and simulated mineralization rates expressed as percentage 
against time. It is clear that the model is able to simulate the observed lag time (around 15 days) 
and the subsequent mineralization well. Figure 1 (right) presents the observed and simulated 
atrazine leaching through one (randomly chosen) of the sixteen columns. Again, the HYDRUS-
1D model succeeds in describing the observed atrazine leachate concentrations well. Both the 
batch and column model fit was obtained using the SCEM algorithm as described above. It is 
interesting to note the presence of a lag time in the column leachate data. Optimized cumulative 
distributions of both batch and column model parameters are plotted in Figure 2. First of all, 
Figure 2 shows narrow optimized parameter distributions indicating small parameter 
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uncertainties for most model parameters (except for the xini parameter in the column model). 
Although both the column and batch data are fitted well, the corresponding optimized 
parameters do not coincide. Growth rates in the column are shown to be significantly higher (>5 
times) than for the batch data. Contrary, the initial biomass concentrations are optimized to be 
significantly lower (> 1000 times) for the column case as compared to the batch case. Since both 
parameters are strongly correlated, it was investigated whether the optimal batch parameter set 
was able to simulate the observed column data.  
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Figure 1. Observed (x) and simulated (-) mineralization data in a batch experiment (left) and observed (x) 
and simulated (-) atrazine concentrations in the column leachates (right).  
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Figure 3. Optimized parameter distributions. Full lines represent the optimized parameter distributions for 
the batch experiment. Dashed lines represent the optimized parameter distributions from the column 
experiment.  
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Predicting column data using parameters from the batch mineralization data.  
Figure 3 shows the atrazine breakthrough curve predicted using the growth rate parameter and 
the initial biomass concentration optimized against the batch experiment. Despite the higher 
initial biomass, the lower growth rate causes a longer lag time than the lag time observed in the 
column experiment. Similarly, atrazine breakdown is predicted to be slower as compared to the 
observed column data. This suggests that the pesticide degradation kinetics in batch and column 
experiments are different. This discrepancy could possibly be explained by: (i) the difference 
between the mineralization process (batch) and the degradation process (column): i.e., the first 
step in the degradation path of atrazine is not the rate limiting step in the degradation, (ii) the 
kinetics of the CO2 release from the soil is slower than the mineralization kinetics, (iii) liquid 
flow in the soil columns creates other conditions for the bacterial community than those created 
by the single atrazine application in the batch experiment (e.g. biofilm formation). Currently, a 
new batch experiment is being set-up, in which both mineralization (CO2 formation) and 
degradation (disappearance of atrazine) are simultaneously measured to investigate the possible 
difference in kinetics between these two processes.  
 

0 50 100 150
0

0.005

0.01

0.015

Time (days)

A
tra

zi
ne

 c
on

ce
nt

ra
tio

n 
(m

g 
cm

-3
)

 
Figure 4. Observed (x) and simulated (-) atrazine breakthrough in the column leachates. The full line 
shows the fit to the column data, the dashed line shows the simulated breakthrough using the optimized 
parameters from the batch mineralization experiment. 

4 CONCLUSIONS 

It is clear that the model used in this experiment was able to describe the mineralization of 
atrazine in the batch experiment well. Similarly, Hydrus-1D simulated the observed 
breakthrough curve of atrazine through the soil columns well. Both approaches use the Monod 
kinetics to describe the degradation of atrazine. However, it is shown that predicting atrazine 
breakthrough through columns using optimized batch parameters for growth rate and initial 
biomass concentration is not possible! The study demonstrates that care should be taken when 
upscaling pesticide degradation kinetics measured in batch experiments to larger scales (i.e., to 
the column or field scale).  
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1 INTRODUCTION 
 
Ground water is one of the nation's most important natural resources. Ground water provides 
drinking water for more than one-half of the nation's population (Solley et al., 1998) and is the 
sole source of drinking water for many rural communities and some large cities. The transfer 
rates between the land surface and the groundwater table is controlled by the water flow through 
the variably saturated zone. Depending upon hydrological, geological and soil characteristics, 
rain and snowmelt is partitioned at the land surface into runoff, infiltration, evapotranspiration 
(ET), groundwater recharge, and vadose zone storage (Twarakavi et al., 2008). A proper scien-
tific evaluation of any hydrological problem related to ground water, therefore, needs to take in 
to account the processes affecting flow through the vadose zone. Even though the importance of 
the vadose zone has been often highlighted in ground water research, its representation has been 
often simplified during modeling (Keese et al., 2005). One of the major reasons for this simpli-
fication is that modeling of vadose zone flow processes is a complex and computationally de-
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ABSTRACT: In the past, ground water flow modeling has been done with little or no consid-
eration of the effects of vadose zone processes. This dramatic simplification and/or neglect of 
the effects of vadose zone processes have been utilized owing to constraints on computational 
resources. Another reason for such a simplification is to work around the relatively high non-
linearity of vadose zone flow compared to ground water. While such simplified representation 
of vadose zone flow processes leads to faster modeling simulations, it also lead to a poor char-
acterization of groundwater fluxes in the area under consideration. Ideally, one would prefer to 
strike a balance between the modeling efficiency and the computational demand of the adopted 
approach. In this paper, a one-dimensional unsaturated flow package HYDRUS, recently devel-
oped for the three-dimensional modular finite-difference ground water model MODFLOW, is 
evaluated and compared to other modeling approaches accounting for fluxes through the vadose 
zone. The HYDRUS package for MODFLOW consists of two sub-models that interact in space 
and time- (a) HYDRUS sub-model (vadose zone) and (b) MODFLOW sub-model (ground wa-
ter). The HYDRUS package is based on the HYDRUS-1D program that solves the one-
dimensional Richards equation simulating water movement in the vadose zone. The HYDRUS 
package considers the main processes and factors affecting fluxes in the vadose zone, such as 
precipitation, infiltration, evaporation, redistribution, capillary rise, plant water uptake, water 
accumulation at the ground surface, surface runoff, and soil moisture storage. Being fully incor-
porated into the MODFLOW program, the HYDRUS package provides MODFLOW with re-
charge fluxes into groundwater, while MODFLOW provides HYDRUS with the position of the 
groundwater table that is used as the bottom boundary condition in the package. The perform-
ance of the HYDRUS package is analyzed for various case studies that involve different spatial 
and temporal scales.  
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manding process and that it is often handicapped by the lack of data necessary for characterizing 
the hydraulic properties of the subsurface environment. There is an urgent need to circumvent 
this frequent simplification and effectively simulate flow through the vadose zone in large scale 
hydrological models (Winter et al., 1998) 

Traditional ground water models incorporate vadose zone effects on ground water using wa-
ter budget or ‘residual’ approach (Scanlon, 2002). Water budget methods are based on the water 
budget equation (Twarakavi et al., 2008). The water budget equation is a mathematical represen-
tation of the fact that all water arriving at the water table either leaves the system as groundwater 
flow, is discharged through sinks such as surface water bodies, is evapotranspirated, or retained 
as storage (Scanlon, 2002). One may indirectly estimate the water table recharge from the water 
budget equation by measuring or estimating all other components in the water budget. MOD-
FLOW (Harbaugh et al., 2000), which is a widely used ground water modeling tool, provides 
this option through the REC and ET packages. MODFLOW was developed by U.S. Geological 
Survey and is one of the most widely used groundwater flow models. It is obvious that the REC-
ET package tends to oversimplify and underestimate the effects of vadose zone flow on 
groundwater. In spite of its widespread use, the REC-ET approach suffers from the following 
major limitations: (a) the accuracy of recharge estimates depends on the accuracy of measure-
ments of all other water budget components (for the REC-ET package, these include precipita-
tion and evapotranspiration), (b) the method is not reliable for deeper water tables, and (c) the 
applicability of this approach is questionable for arid and semi-arid regions where soil capillary 
pressures play a dominant role for vadose zone flow (Gee and Hillel, 1988; Lerner et al., 1990; 
Twarakavi et al., 2008).  

Recently, more promising approaches have been suggested that involve coupling vadose zone 
models to MODFLOW. A coupled model simulates the effects of near-surface hydrological 
processes on groundwater flow by linking a groundwater model with a selected vadose zone 
model in space and time. The majority of currently available vadose zone models is based on ei-
ther the Richards (Richards, 1931) or kinematic wave (Colbeck, 1972; Smith, 1983) equations. 
The kinematic wave equation is a simplification of the Richards equation where the capillary ef-
fects on flow are neglected. Unlike the water balance approach, coupled models estimate the in-
teraction between the ground water and vadose zone by solving the corresponding governing 
equations simultaneously in space and time. Simultaneously solving the two governing equa-
tions is achieved through a numerical strategy such as finite difference and/or finite element ap-
proaches. Evaluation of interactions between the near-surface and groundwater flow processes 
using coupled models has been a desirable but difficult goal. Even though the idea of a coupled 
approach has been floating for several years, it has been realized only in the recent decade.  

Twarakavi et al. (2008) outlined criteria that need to be addressed for a high usability of the 
coupled approach: (a) accuracy in representation of physical processes that drive the vadose 
zone flow, (b) usability for different groundwater modeling scenarios, (c) applicability to differ-
ent spatial and temporal scales, i.e., from lab or field to regional spatial scales and from hourly 
to decadal temporal scales, and (d) applicability to different meteorological and climactic condi-
tions, such as humid, arid, and semi-arid regions. Three MODFLOW packages accounting for 
processes in the vadose zone have been recently developed: (a) the Variably Saturated Flow 
(VSF) package (Thoms et al., 2006), (b) the Unsaturated Zone Flow (UZF1) package (Niswon-
ger et al., 2006), and (c) the HYDRUS package (Seo et al., 2007). Twarakavi et al. (2008) also 
provide a detailed comparison of the three packages and readers are referred to the aforemen-
tioned references for further details. It was noted that the HYDRUS package provides an ideal 
option for solving coupled vadose zone and ground water flow models at different scales. The 
objective of this paper is to present the HYDRUS package and briefly demonstrate its applica-
bility using a few examples. 

2 MODELING APPROACH 

2.1 Governing Equations 

The HYDRUS package couples the one-dimensional Richards equation based vadose zone flow 
model into the MODFLOW suite. The necessity to couple the one-dimensional vadose zone 
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flow model to a three-dimensional groundwater flow model was driven by computational and 
accuracy considerations (Twarakavi et al., 2008). The HYDRUS package for MODFLOW was 
developed in order to consider the effects of precipitation, infiltration, evaporation, plant water 
uptake, soil moisture storage, and water accumulation at the ground surface and in the vadose 
zone. One must note that the developed package was based on a radical simplification of the 
HYDRUS-1D program (Šimůnek et al., 2005) that can simulate the one-dimensional water 
movement in the variably-saturated zone in all its complexity. The simplification involved re-
moval of subroutines simulating solute and heat transport, hysteresis in the soil hydraulic func-
tions, and boundary conditions that were irrelevant for this purpose.  

As mentioned earlier, a coupled approach involves simultaneously solving two governing 
equations, one for vadose zone and one for ground water, in space and time using a numerical 
strategy. The ground water flow model in MODFLOW is represented using a finite difference 
approximation of the mass-conservation equation: 
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where Kx, Ky, and Kz are hydraulic conductivities (LT-1) in the direction of x, y, and z coordi-
nates, respectively; h represents the pressure head (L), W is the volumetric flux per unit volume 
through sources or sinks (T-1), Ss is the specific storage of the porous material (L-1), and t is time 
(T).  

The vadose zone flow in the HYDRUS package is represented using the one-dimensional 
Richards Equation: 
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where θ is the volumetric water content (-), h is the soil water pressure head (L), t is time (T), z 
is the distance from reference datum (L), S is the sink term usually accounting for root water up-
take (T-1), and K(h) is the unsaturated hydraulic conductivity (LT-1) as a function of h or θ. One 
may note that the Richards equation is highly nonlinear due to the dependence of the unsatu-
rated hydraulic conductivity, K(h), and the water content, θ(h), on the capillary pressure head, h. 
The Brooks and Corey (Brooks and Corey, 1964) and van Genuchten-Mualem (van Genuchten, 
1980) models available in the HYDRUS package are among the most widely used approaches to 
represent these nonlinear relationships. The Galerkin-type linear finite element scheme is used 
in HYDRUS to numerically solve the Richards equation. In the HYDRUS package for MOD-
FLOW, the one-dimensional Richards equation (2), represented by a finite-element approxima-
tion, is coupled in space and time to the ground water flow equation (2), as represented by the 
finite-difference approximation.  

2.2 Spatial and time discretization 
The HYDRUS package for MODFLOW comprises of two sub-models interacting with each 
other in space and time: (a) HYDRUS sub-model and (b) MODFLOW sub-model. Based on 
similarities in soil hydrology and topographical characteristics, the discretized MODFLOW do-
main can be divided into zones, which comprise one or more grids of the MODFLOW model. 
One HYDRUS soil profile is then assigned to each of these zones. It is assumed that the HY-
DRUS soil profile adequately represents vadose zone flow for the entire zone. The HYDRUS 
vertical soil profiles are then discretized vertically into finite elements which are constructed by 
splitting the soil profile into one-dimensional elements that are connected to each other at nodal 
points. Once the finite elements are constructed, they may not be changed during the simulation. 
Care should therefore be taken to ensure that the depth of the soil profile extends from the soil 
surface to the deepest possible water table that may be expected during the simulation. To en-
sure convergence of the numerical solution, finite-element dimensions should be relatively small 
at locations where sharp pressure head gradients are expected. Such smaller elements are usually 
needed close to the soil surface where meteorological factors can cause rapid changes in water 
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Figure 1.  Schematic description of the coupling procedure for water flow in  
HYDRUS package for MODFLOW. 
 

The computational efficiency of the coupled HYDRUS-MODFLOW system is enhanced by 
simulating vadose zone and groundwater flows at their own, often different, time steps. This is 
needed because a proper treatment of the Richards equation requires smaller time steps than 
those usually used in MODFLOW simulations. The two sub-models (HYDRUS and MOD-
FLOW) interact, i.e., exchange information about the groundwater recharge and the groundwa-
ter level, only at the end of each MODFLOW time step during which HYDRUS may perform 
multiple of its own time steps. MODFLOW receives the recharge flux from HYDRUS and cal-
culates a new water table depth for a particular time step (Figure 1). A new water table depth is 
then assigned as the pressure head bottom boundary condition in the HYDRUS package for the 
next MODFLOW time step. The iteration procedure in the HYDRUS package is similar to that 
described in the HYDRUS-1D manual (Simunek et al., 2005). The readers are referred to the 
above mentioned references and Seo et al. (2007) for more details. 

The HYDRUS package for MODFLOW is analyzed for two case studies: (a) one-dimensional 
Las Cruces infiltration experiment of Wierenga et al. (1991), (b) water table recharge experi-
ment of Vauclin et al. (1979). 

3 CASE STUDIES 
 
3.1 One-dimensional infiltration  

The first case study is the one-dimensional infiltration experiment at the Las Cruces trench site 
(Wierenga et al., 1991). The experiment was a field study, conducted in southern New Mexico, 
the primary purpose of which was to develop a dataset for validating and testing numerical mod-
els. For this purpose, the study site was heavily instrumented with neutron probes, tensiometers, 
and solute samplers for measuring water contents, pressure heads and solute concentrations 
(Wierenga et al., 1991). More than 500 soil samples (undisturbed and disturbed) were taken at 
the experimental site and analyzed in the laboratory for bulk density, and to find the saturated 
hydraulic conductivity and the soil water retention curve. The experimental infiltration study in-
volved application of water to a 4 m wide area using closely spaced drips with an average sur-
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face flux of 1.82 cm/day for the 86 days of the experiment. In order to reduce the disruption of 
the experimental conditions by rain and evaporation, the irrigated area and its surroundings were 
covered by a pond liner. 

A uniform soil profile with an equivalent saturated hydraulic conductivity (Ks=270.1 cm/d) 
was considered for modeling purposes. The RETC code was used to analyze the retention curve 
data for undisturbed and disturbed soils (>500 soil samples), resulting in the following retention 
curve parameter values (van Genuchten, 1980): θs= 0.321, θr= 0.083, α= 0.0550 cm-1 and 
n=1.509. Initial pressure heads (hi = -100 cm) in the soil profile were the same as those used by 
Wierenga et al. (1991). While a constant water flux was used as the upper boundary condition 
(q0 = 1.82 cm/d), free drainage was considered at the lower boundary. The initial and boundary 
conditions in terms of the water content, θ(z, t), are described in Equation (5) 

( ,0) ( ) ( ( ))init initz z h zθ θ θ= =  (5a) 

( 0, )=1.82 cm/dq z t=  (5b) 

( , ) ( )initb t bθ θ=  (5c) 

where b is the depth of the soil profile, which must be large enough so that the wetting front 
does not affect the water content at the bottom of the soil profile during the simulation. A soil 
profile depth of 600 cm was used and the simulation was run for 35 days. 

Experimental results of the Las Cruces trench infiltration experiment (Wierenga et al., 1991) 
are compared with results simulated using the HYDRUS package in Figure 2. It may be noted 
that the HYDRUS is expected to perform well as it solves the Richards equation for one-
dimensional problems. Figure 2 shows the soil water content profiles for different days of the 
experiment and compares the model predictions of the HYDRUS package with the experimental 
data. The HYDRUS package adequately predicted the one-dimensional infiltration experiment 
observations. 

 

 
Figure 2. A comparison of measured water contents and corresponding estimates  
calculated using HYDRUS package for (a) day 19 and (b) day 35 for the Las Cruces  
trench experiment (data from Wierenga et al., 1991). 
 

3.2 Two-dimensional water table recharge experiment 

The HYDRUS package for MODFLOW was used to model the two-dimensional transient wa-
ter-table experiment of Vauclin et al. (1979). The experimental setup consisted of a 6.0-m by 2-
0 m box containing sandy soil. The initial water table elevation was 0.65 m from the bottom. A 

-700

-600

-500

-400

-300

-200

-100

0
0 0.05 0.1 0.15 0.2 0.25

Water content

D
ep

th
 (c

m
)

HYDRUS

Observed

-700

-600

-500

-400

-300

-200

-100

0
0.00 0.10 0.20 0.30

Water content

D
ep

th
 (c

m
)

HYDRUS

Observed

(a) (b)

51



constant flux of q = 3.55 m/d was applied across the center 1.0 m of the soil surface, while the 
rest of the surface was covered to prevent evaporation. Due to the symmetry of the experiment, 
only one half of the experiment was modeled and the model domain was thus 3.0 m by 2.0 m. 
The initial total head was set equal to 0.65 and the right boundary cells were constrained to the 
initial water table position throughout the 8-hour simulation. The grid was discretized into uni-
form cells of 0.1-m width and 0.05-m depth. Only two soil profiles representing the soil directly 
below the recharge zone and the rest of the transport domain were used in calculations with the 
HYDRUS package. A saturated hydraulic conductivity of 840 cm/d was used. The initial and 
boundary conditions are described in Equation (6) 

Domain
0 3m, 0 2m 0 8hr

0.1m,  0.05m , 1min
Initial condition

( , ,0) 0.65 [m]
Boundary condition

(0 0.5,2, ) 3.55m/d
( 0.5,0, ) 0.00 m/d
(0, , ) 0.00m/d
(3, , ) 0.65 [m]

x z t
x z t

h x z z

q x t
q x t
q z t
h z t z

≤ ≤ ≤ ≤ ≤ ≤
Δ = Δ = Δ =

= −

≤ ≤ =
> =

=
= −

    (6) 

where q(x,z,t) is the flux at spatial coordinates x and z at time t. 
Figure 3 shows the modeling results from the HYDRUS package and the observations from 

the experiment. Water tables calculated using the HYDRUS package is very comparable to the 
observations even though the numerical solution of the Richards equation in the HYDRUS 
package is limited only to the vertical direction. It was observed that the one-dimensional nature 
of the vadose zone modeling used in the HYDRUS package did not significantly affect the cor-
respondence of simulated results with experimental data. 
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Figure 3. A comparison of the simulation of water table positions calculated  
using the HYDRUS packages with the experimental data of Vauclin et al. (1979).   
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4 SUMMARY AND CONCLUSIONS 
 
The HYDRUS package for MODFLOW provides a viable alternative for incorporating vadose 
zone flow processes into ground water flow models. Based on the HYDRUS-1D software, the 
HYDRUS package considers the effects of infiltration, soil moisture storage, evaporation, plant 
water uptake, precipitation, runoff, and water accumulation at the ground surface. The HY-
DRUS package also offers a variety of models for describing soil hydraulic properties. Neces-
sary parameter values required for these models in HYDRUS may be estimated experimentally 
or using pedo-transfer functions.  
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ABSTRACT: Accurate simulation of soil freezing and thawing behavior is critical to understand 
hydraulic processes in the vadose zone under cold and arid climatic conditions. Using an 
extended freezing code incorporated in the HYDRUS-1D model, this study was conducted 1) to 
verify the freezing model using field soil water and temperature data collected in Inner 
Mongolia grassland, and 2) to investigate the contribution of snowmelt or soil thawing to the 
seasonal water balance. The results showed that both the freezing model and the snow routine 
matched well the measured soil water and temperature under unfrozen conditions. However, 
under frozen conditions, the freezing model reflected the phase change of soil water and 
substantially improved the simulation results than the snow routine. The freezing model did 
obviously not produce surface runoff generated by snowmelt or soil thawing from frozen soil 
layers. Instead, it overestimated water content and thus underestimated surface runoff after 
spring snowmelt. We suggest that a detailed knowledge of the soil-atmosphere processes is 
needed to improve the surface runoff algorithm in the frozen soil module.  
 
 
INTRODUCTION  
Coupled water and heat movement in the vadose zone is a central process in many agricultural 
and engineering issues. Especially, in cold and arid regions, snowmelt or lateral water 
movement on frozen soil layers have a non-negligible influence on seasonal water balance. 
However, although the former processes are recognized widely, the mutual interactions of water 
and heat flow in frozen soil are limited in laboratory observation and theoretical analysis, and 
rarely considered in field applications (Flerchinger & Saxton, 1989; Smirnova et al. 2000; 
Hansson et al. 2004). This study addresses the field application of the hydrodynamic model 
HYDRUS-1D (Šimůnek et al. 1998). In the current newest program, an extended freezing code 
is incorporated, which numerically solves coupled equations governing phase change between 
water and ice and heat transport with a mass- and energy-conservative method (Hansson et al. 
2004). Specifically, we will focus on following questions: 1) How well does HYDRUS-1D 
simulate soil water and temperature with and without “frozen soil module”? 2) How does the 
frozen soil module affect soil temperature, soil moisture and runoff simulations? 
  
MATERIALS AND METHODS  
The study was performed on a long-term experimental site of the Inner Mongolia Grassland 
Ecosystem Research Station (IMGERS, 43o37′50′′N, 116o42′18′′E). Detailed descriptions of the 
experimental area were given in Zhao et al. (2008). The site was protected from grazing since 
1979 (24 ha). Since June 2004, soil moisture and temperature were recorded by a data-logger at 
30-min intervals in summer and at 1-h intervals in winter, respectively. Soil water content was 
measured at 5, 20 and 40 cm depth by theta-probes (Type ML2x). In case the soil is frozen, it 
refers to the volumetric unfrozen water content. Soil temperature was measured in five depths at 
2, 8, 20, 40 and 100 cm using Pt-100 probes. Precipitation and other weather variables were 
recorded by a micrometeorological station (50 m away from the monitoring plot). To determine 
root length density, root samples were taken up to 100 cm depth. In addition, undisturbed soil 
samples were taken at four depths of 4-8, 18-22, 30-34 and 40-44 cm to determine the water 
retention characteristics and hydraulic conductivities.  

The model of coupled water and heat fluxes was performed with HYDRUS-1D. Variably 
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saturated water flow for above- and sub-zero temperatures is described using the modified 
Richards equation (e.g. Hansson et al. 2004):  

( ) ( )u i i
Lh Lh LT vh vT

w

h p T h T h TK K K K K St p t z z z z z
θ θ∂ ∂ ∂ ∂ ∂ ∂ ∂⎡ ⎤+ = + + + + −⎢ ⎥∂ ∂ ∂ ∂ ∂ ∂ ∂⎣ ⎦

 (1) 

where θu [L3 L-3] is the volumetric unfrozen water content (=θ+θv; θ and θv are the volumetric 
liquid and vapor water content, respectively), θi is the volumetric ice content, pw and pi is the 
density of liquid and ice water, respectively, t is time, z is the soil depth, h is the pressure head, 
T is the temperature, and S is a sink/source term. In Eq. 1, the first five terms on the right-hand 
side represent liquid flows due to gradient in pressure head (KLh, [L T-1]), gravity, and 
temperature (KLT, [L2 T-1 K-1]), and vapor flows due to gradient in pressure head (Kvh) and 
temperature (KvT), respectively.  

The hydraulic conductivity of frozen soil is significantly reduced by ice lenses, which is 
accounted for by an impedance factor, Ω (Lundin 1990), multiplied by Q, as follows:  

KfLh =10-ΩQ KLh                                                              (2) 

the parameter Q is the ratio of the ice content to the total water content, which accounts for the 
more significant blocking effects with the increase in ice content.  

The governing equation for the movement of energy in a variably saturated rigid porous 
medium is given by the following conduction–convection heat flow equation (e.g. Nassar & 
Horton 1992):  
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 (3) 

where L0 and Lf are the volumetric latent heat of water vaporization and freezing, respectively. 
Cp is the volumetric heat capacity of the bulk soil, which is determined as the sum of the 
volumetric heat capacities including solid, organic, liquid (Cw), ice, and vapor (Cv) phase 
multiplied by their respective volumetric fractions (De Vries 1963). The symbol λ(θ) denotes the 
apparent thermal conductivity and q the water flux density while T is the soil temperature.  

The phase change between water and ice is controlled by the generalized Clapeyron equation, 
which defines a relationship between the liquid pressure head and temperature when ice is 
present in the porous material. Hence, the unfrozen water content can be derived from the liquid 
pressure head as a function of temperature when ice and pure water co-exist in the soil.  

The initial condition was set based on measured water content and temperature. An 
atmospheric boundary condition and free drainage condition was imposed at the soil surface and 
bottom boundary of the flow domain, respectively. The soil profile was considered to be 100 cm 
deep. Root water uptake was simulated using the model of Feddes et al. (1978). The 
HYDRUS-1D model was parameterized by calibrating hydraulic parameters (laboratory-derived 
hydraulic properties), estimating of the intercepted water and ET partitioning based on the 
measurements (Zhao et al. 2008). The current HYDRUS-1D version including soil frozen 
module (denoted as freezing model) was modified to consider the subsurface soil freezing and 
thawing processes, as well as the surface energy and water balances. To verify the performance 
of freezing model, the “normal” version including snow hydrology only without soil frozen 
module (snow routine) was also run as a reference.  
 
RESULTS AND DISCUSSION 
Soil water and heat fluxes are numerically simulated for the whole hydrological year in 2006 
(Fig. 1). In general, the simulated and measured soil water contents (SWC) are comparable 
during the studied period in terms of root mean square error (0.02-0.07 cm3 cm-3). Particularly, 
the freezing model simulates well the diurnal water dynamics which coincides with soil freezing 
and thawing processes, i.e. soil moisture increases with increasing soil temperature and vice 
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versa (Fig. 1b). However, the snow routine only fits soil water contents under unfrozen 
condition. Under frozen condition, there is a clear disparity between the liquid water content line 
simulated by the freezing model and the total water content line simulated by the snow routine 
(Fig. 1a). This discrepancy is apparently caused by the function of two models, and may be used 
to approximate the ice content in the soil. For instance, the SWC simulated by the freezing 
model drops shortly after 6th November associated with soil freezing (Fig. 1a). However, the 
SWC simulated by snow routine keeps constant. From which, an ice content of 0.07 cm3 cm-3 
can be estimated. In late March, coinciding with soil temperature increasing above 0°C, both 
simulated (freezing model) and measured SWC raise, while simulated SWC by snow routine 
keep constant. This again proofs that the freezing model can predict well the increase in SWC 
by soil thawing. A increase in SWC in the deeper soil layers (20 and 40 cm) accompanied by 
soil thawing is also clearly predicted (Fig. 1). However, there is no indication of vertical water 
movement since soil water content is low and it can be held by soil.  
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Figure 1. Measured and simulated soil moisture and temperature at 5 cm (a, b, c), 20, 40, and 100 cm 
depth during the whole year of 2006 (M: Measured liquid water content; S: Simulated total water content 
running snow routine; and F: Simulated liquid water content running freezing model).  
 

In contrast to the soil water simulations, soil temperature is simulated well by both models 
with minor differences (Fig. 1). However, regarding the detailed diurnal variations of soil 
temperature (Fig. 1c), the freezing model matches measured values better than the snow routine. 
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This gives an evidence of the impact of the function of the frozen soil module on soil 
temperature simulations. In a real world, when soil becomes freezing (i.e. the phase change from 
water to ice), soil temperature decreases and energy is released which is used to warm up soil 
from a cold. However, given the same total water content, the thermal conductivity of frozen 
soil is higher than that of unfrozen soil due to present of ice. Consequently, the upward soil heat 
flux becomes higher when the soil gets frozen, and thus it tends to cool the soil (Smirnova et al. 
2000). But the effect of thermal conductivity is probably smaller than that of water phase change. 
Consequently, the freezing model, which considers the both processes, provides a more 
reasonably and realistic simulations of soil temperature than the snow routine.  
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Figure 2. Rainfall, measured air and soil temperature, simulated snow depth and runoff during the whole 
year of 2006.  
 

The temperature threshold at which precipitation is considered to fall as snow is specified as 
-2°C in the model, suggesting that precipitation in winter is falling as snow. The snow routine 
predicts up to 15 mm snow depth (Fig. 2a), however, the simulated runoff after air temperature 
increasing above 0°C is negligible (Fig. 2c). This might relate with that the snow routine does 
not account for surface runoff from the frozen soil layer. In fact, it is likely that surface runoff is 
generated during snowmelt while soil is fully or at least partially frozen (Fig. 2b). Unexpectedly, 
the freezing model, which can account for the subsurface freezing and thawing processes, also 
does not produce surface runoff during winter (Fig. 2c). Instead, we found that the simulated 
SWC by freezing model is higher than the measured values in the transition time when soil 
begins to thaw (Fig. 1a). This implies that the freezing model might overestimate water content 
and underestimate surface runoff after spring snowmelt. Therefore, the freezing model seems 
still not sensitive enough to estimate surface runoff accompanied with snowmelt from the soil 
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frozen layer. This might relate to the fact that the freezing model we applied adopts soil surface 
temperature as the atmospheric boundary condition instead of air temperature, which neglects 
the lag-effects of energy transfer (Fig. 2b). Consequently, the freezing model may incorrectly 
partition all the snowmelt into infiltration as both soil thawing and snow melting happen 
simultaneously. Therefore, to solve this, a transferable and double-layered boundary condition 
(e.g. one accounting for air temperature and other accounting for considering soil temperature) 
should be considered. Furthermore, the reduction in infiltration capacity owing to the blocking 
effects of ice is possibly underestimated by the current freezing model. Additionally, the gradual 
release of water from the frozen soil profile also might reduce the maximum rate of runoff. 
Frozen soil was expected to have a great influence on the runoff simulation (Pitman et al. 1999). 
Although the current frozen soil module has little effect on the simulations of surface runoff, we 
suggest a detailed study on the soil-atmosphere processes and effects of boundary conditions to 
improve the surface runoff algorithm in the freezing code.  
 
CONCLUSION 
We used an extended frozen soil module of HYDRUS-1D to govern coupled flow equation 
which solves water and heat transport under both frozen and unfrozen conditions simultaneously. 
The model was evaluated using field data of soil water and temperature at a long-term 
experimental site in Inner Mongolia grassland (North China). The results showed that both 
freezing model and snow routine reflect well the measured soil water and temperature under 
unfrozen condition, whereas the freezing model substantially improved the simulation results 
under frozen condition. In addition, the freezing model did obviously not produce surface runoff 
generated by snowmelt or soil thawing from frozen soil layer. We suggest that seasonal water 
balance, especially considering rainfall water stored as snow, snow drift and the lateral water 
flow on frozen soil layers need to be investigated further because of the complicated interactions 
at the soil-atmosphere interface and thus effects of boundary conditions on the simulation.  
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1 INTRODUCTION 
Estimating aquifer recharge is important for determining water resource availability and assess-
ing aquifer vulnerability to pollutants (Scanlon et al. 2002). Recharge estimation can be diffi-
cult, particularly in arid and semi-arid regions where water tables are typically deep and re-
charge is predominately focused recharge that emanates from topological depressions such as 
streams and lakes. The recharge rate is limited by the availability of water at the land surface, 
which is controlled by temporally and spatially variable climatic factors such as precipitation 
and evapotranspiration (Scanlon et al. 2002). In some basins recharge is additionally compli-
cated by irrigation, which may simultaneously remove water from focused recharge sources 
while creating new sources of diffuse recharge. In irrigated regions, accurate knowledge of re-
charge, evaporation, and transpiration is especially important for the sustainable management of 
scarce water resources (e.g., Garatuza-Payan et al. 1998).  

Several methodologies have been used to estimate groundwater recharge with varying de-
grees of success (Scanlon et al. 2002). The methodologies can be loosely grouped into three 
categories depending on whether the focus of the method is surface-water, the unsaturated zone, 
or the saturated zone. In each of the three cases, physical and tracers techniques are possible, as 
are numerical modeling approaches. The best choice for a particular situation depends of the 
spatial and temporal scales being considered and the intended application of the recharge esti-
mate (Scanlon et al. 2002). 

In this paper, we report progress on a study of recharge in the Campo de Cartagena in south-
east Spain, a semi-arid region where irrigated agriculture is prevalent. The goal of the study is to 
investigate various methods for estimating the contribution of irrigation to aquifer recharge, in-
cluding a modeling approach that is based on HYDRUS-1D (Šimůnek et al. 2005) simulations 
of root-zone water dynamics. Here, we present preliminary results demonstrating the modeling 
approach and the calibration of the model to experimental data; a future publication will present 
results related to recharge estimation.  

HYDRUS-1D Modeling of an Irrigated Agricultural Plot with 
Application to Aquifer Recharge Estimation  
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ABSTRACT: A variety of methods are available for estimating aquifer recharge in semi-arid 
regions, each with advantages and disadvantages. We are investigating a procedure for estimat-
ing recharge in an irrigated basin. The method involves computing irrigation return flows based 
on HYDRUS-1D modeling of root zone and surface boundary water dynamics. In this paper, we 
demonstrate the modeling approach and the calibration of the model to experimental data.   
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2 MATERIALS AND METHODS 
2.1 Study location:  Campo de Cartagena, Spain 
The Campo de Cartagena is a region of 1440 km2 located in southeast Spain. The climate is 
Mediterranean with an average annual rainfall of 300 mm and a mean annual temperature of 
18 ºC. Estimates of annual potential evapotranspiration (ETP) range from 800 to 1200 mm y-1, 
depending of the estimation method (Sánchez et al. 1989). The primary land use is agriculture, 
with 128.1 km2 of row crops (principally lettuce and melon), 34.1 km2 of perennial vegetables 
(principally artichoke), and 136.8 km2 of fruit trees (principally citrus). Drip irrigation is used 
widely in the region due to the scarcity of water resources and the need for water conservation. 

2.2 Field site and experiment 
A study of root zone soil moisture was conducted on an experimental plot at the Tomas Ferro 
Agricultural Science Center, a research facility operated by the Technical University of Cart-
agena. The 3 × 8 m plot was managed according to agricultural practices that are standard in 
Campo de Cartagena, including cultivating crops (melon and lettuce) that are common in the 
area and utilizing drip irrigation. The drip system featured 16 mm inside diameter tubing, 4 L h-1 
emitters, and an emitter spacing of 30 cm. In total, 36 emitters were installed. The plot was in-
strumented to monitor water dynamics in the root zone. Instrumentation consisted of: two ten-
siometers (Soilmoisture Equipment Corp, Goleta, CA, USA) installed vertically at each of the 
depths 30, 45, 60, 90 and 120 cm (10 tensiometers total); and two 44 mm diameter, 2 m deep 
TRIME-FM TDR access tubes for measuring soil moisture at various depths (Imko,Germany).  
Meteorological data for the site were available from the Servicio de Información Agraria de 
Murcia (http://siam.imida.es). Cropping and irrigation for 2007 are summarized in Figure 1. 

2.3 HYDRUS-1D modeling 
We simulated root zone water dynamics for the experimental site using HYDRUS-1D (Šimůnek 
et al. 2005). The simulations included irrigation, evaporation, and root water uptake processes.  
Initial estimates for the soil hydraulic parameters θr, θs, α, n, and Ks for different soil layers were 
estimated with the ROSETTA pedotransfer function using measured data for bulk density and 
the sand, silt, and clay contents. Refinements to these parameters estimates were made subse-
quently based on model fitting to a subset of the measured water content and pressure head data 
(details given below).     

 
Figure 1. Summary of cropping, irrigation, and atmospheric conditions for the experimental plot, 2007. 
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Implementing the atmospheric boundary condition required the daily irrigation and precipita-
tion values shown in Fig. 1, as well as specifying daily potential evaporation and transpiration 
values. To determine these latter values, we first obtained a daily reference evapotranspiration, 
ET0(t), using weather station data and the Penman-Monteith method. We then estimated the po-
tential evapotranspiration ETp(t) for specific crops according to: 

0( ) ( )· ( )p cET t K t ET t=  (1) 

where Kc(t) is a coefficient that incorporates specific crop water uptake characteristics and the 
averaged effects of evaporation from the soil. Allen et al. (1998) describe a method of specify-
ing the time variation of Kc(t) in terms of annual crop growth stage (initial, crop development, 
mid-season, and late season stage), and also provide data on the length of growth stages and 
magnitude of Kc for various crops. We used the Allen et al. (1998) method and data for single 
annual crops to specify daily values for Kc(t). Then, with ETp given by Eq. (1), we calculated the 
potential evaporation Ep(t) according to (e.g. Kroes and Van Dam, 2003) 

· ( )( ) ( )·p p
LAI tE t ET t e−β=  (2)  

where β (≈ 0.4) is the radiation extinction coefficient and LAI(t) is the leaf area index. The po-
tential transpiration Tp(t) was then given by: 

( ) ( ) ( )p p pT t ET t E t= −  (3) 

The daily values for Tp and Ep are shown in Fig. 1. Root water uptake reduction due to drought 
stress was computed using the Feddes et al. (1978) model, with model parameter values for spe-
cific crops obtained from the database included in HYDRUS-1D.  

3 RESULTS 

The most intensive data collection occurred during the cultivation of melon, 17 May to 10 Sep-
tember, 2007 (Fig. 1, day of year 137-253). We used the root zone water content and pressure 
head data from this period and the inverse parameter optimization routines in HYDRUS-1D to 
test and adjust the calibration of the soil hydraulic property model. Several possible parameteri-
zations were considered which differed according to the number of soil layers (1 to 4) and the 
number of hydraulic parameters that were fitted for each layer (different combinations of 1 to 4 
parameters). The initial estimates for the parameters when fitted, or their fixed value when not 
fitted, were the Rosetta estimates discussed above. The best overall parameterization was deter-
mined informally based on diagnostic information provided by the HYDRUS-1D routines about 
model fit and algorithm convergence, visual inspection of the model fit to the data, and the prin-
ciple of parsimony. It was determined that the best parameterization involved four soil layers 
with two parameters, α and n, fitted for each layer. Fitting more than two parameters per layer 
tended to cause the inverse algorithm to fail to converge, possibly due to the lack of a unique so-
lution. Four soil layers produced a better fit to the data than was possible with fewer layers in 
the profile. Overall, the chosen solution with four layers and α and n fitted for each layer pro-
vided the best correlation between measured and simulated water content and pressure head val-
ues (R2 = 0.90).  

The final soil hydraulic parameters, as well as soil textural data, are given in Table 1, whereas 
the measured and simulated (water contents and pressure heads at the depths 30, 45, 60, 90, and 
120 cm are shown in Figure 2. 

 
 
Table1. Soil textural and hydraulic properties. 

Textural fractions (%) Depth  
Sand Silt Clay 

Bulk  
density 
g·cm-3 

θr  

cm cm-3 

θs  

cm cm-3 

α (Fit) 

cm-1 

n (Fit) 

- 

Ks  

cm d-1 
0-30 18.7 76.0 3.5 1.45 0.04 0.38 0.078 1.16 46.4 
30-60 13.8 80.2 6.0 1.52 0.05 0.38 0.046 1.23 29.9 
60-90 19.5 77.2 3.3 1.58 0.04 0.35 0.014 1.27 30.1 
90-150 10.8 82.0 6.6 1.70 0.04 0.36 0.020 1.46 13.2 
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Figure 2. Measured and simulated (fitted) root zone pressure heads and water contents for melon crop. 
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Using the final soil parameterization, HYDRUS-1D was subsequently used to predict root 
zone soil moisture dynamics for the growth period of the other (lettuce) crops cultivated on the 
experimental plot, the first grown between 7 February and 16 May 2007 (DOY 38-136) and the 
second between 25 September and 24 December 2007 (DOY 268-358). Though not shown here, 
our preliminary findings indicate that the HYDRUS predictions are in reasonably good agree-
ment with field measurements. The correlation between measured and predicted water contents 
and pressure heads was 0.82 for both lettuce crops. 

4 CONCLUSIONS 

Overall, good agreement was obtained between the calibrated HYDRUS simulation model and 
the root zone measurements made in a cultivated field plot. With this calibrated model, it will be 
possible to compute for various cropping and irrigation scenarios the fraction of irrigation water 
that passes below the root zone and contributes to aquifer recharge. Combined with data on land 
use and cropping patterns for the Campo de Cartagena, it will then be possible to estimate the 
amount of recharge associated with irrigated agriculture. A study by the Spanish Geological 
Survey (IGME, 1994), using a different methodology, estimated that total recharge to the top 
unconfined aquifer was 69 hm3 y-1, with 46 hm3 y-1 due to natural recharge and 23 hm3 y-1 due to 
irrigation return. Our preliminary calculations indicate a slightly larger value for recharge due to 
irrigation; this aspect of our work will be the subject of a future publication. 
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INTRODUCTION 
 
The Chernobyl accident on April 26, 1986 resulted in significant fallout of radionuclides 
such as 137Cs and 239,240Pu on surface soils throughout northern Europe. Knowledge of 
the dynamics and mechanisms of the migration of these radionuclides in soils is 
important for determining animal and human dose exposure rates, determining exposure 
from food-chain transfer, and in planning environmental remediation and clean-up.  In 
addition, both natural (7Be, 210Pbxs) and anthropogenic (137Cs, 239,240Pu) fallout 
radionuclides have been extensively employed to determine short-term soil erosion 
rates, to trace sediment source regions, to characterize and quantify erosion 
mechanisms, to constrain sediment budgets, and to better understand the delivery ratios, 
transit distance and transit time of fine sediment and adsorbed pollutants.  Despite the 
use of these radionuclides and their activity-depth profiles, little is known about how the 
profile shapes develop or why they differ with location. There is a substantial amount of 
information that is embedded in the distribution of radionuclides with depth that could 
be extracted to refine our ability to understand significant radiochemical behavior, to 
predict dose exposure rates, to better plan environmental remediation, to use these and 
other radionuclides to understand soil erosion mechanisms, to identify sediment source 
areas and to calculate watershed inventories and residence times for better 
understanding of watershed retention and erosion processes. Moreover, ignoring this 
evidence may lead to a real risk of drawing incorrect conclusions from an incomplete 
understanding of the radionuclide profiles.   
 
The primary goal of the research is to characterize how radionuclides migrate through 
soils and attach to fine sediment and are eroded from the landscape and transported 
through stream networks.  At the same time the findings have implications for questions 
of human and ecosystem health, landscape evolution, geochemical cycling and water 
resource degradation. The downcore distributions of natural and anthropogenic 
radionuclides in soils are controlled by a variety of processes, including depositional 
flux, precipitation, infiltration, porosity/permeability, water content, dispersion 
coefficient, organic matter content, clay content, bulk density, particle size, adsorption, 
cation exchange capacity, colloidal transport, bypass flows through cracks, bioturbation 
and radioactive decay.  The objective of this research is to develop a better quantitative 
understanding of the processes that lead to the development of radionuclide profiles in 
soil columns. To help constrain the results, the work was conducted at a series of field 
locations that cover a range in values for several key parameters.  Presented here are soil 
profiles of 137Cs, 210Pbxs and 239,240Pu from the Lazy, Tulowice and Bor za Lasem sites in 
Poland and the Hille and Skogsvallen sites in Sweden so that the profiles of these 
nuclides may be compared with those obtained previously (Chemicki et al., 1996-1997; 
Boro et al., 2001; Mietelski et al., 2004; Rosen et al., 1999) to better understand the 
downward migration. 
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MATERIALS AND METHODS 
 
Study area 
The Lazy, Tulowice and Bor za Lasem sites in Poland and the Hille and Skogsvallen 
sites in Sweden were selected for sampling because of previous work at the locations. 
The study sites exhibit a range of properties that affect radionuclide retardation or 
migration and at which there are prior radionuclide profiles to provide a time series of 
data that can be used to constrain the modeling. The study sites span a range of 
geography, elevation, precipitation, Chernobyl fallout flux and soil orders. In particular, 
Bor za Lasem is a peat and is a relatively unique situation compared to mineral soils – it 
might be expected to have very unusual characteristics with poor Cs binding but 
possibly good Pu binding and immobilization. 

Soil Sampling 
Vertical sections of the soil profiles were collected using both tube corers and our high-
resolution corer (Wilson et al., 2003). Samples were collected from all sites in 2007, 
although six vertical profiles from each of the two sites in Sweden were collected 
previously over the 1987-2006 time period. We took samples from undisturbed, 
relatively flat sites that appeared to be neither the site of erosion nor deposition.  In the 
upper part of the soil, the sampling interval was 0.4-3.5 cm while deeper in the cores the 
sampling interval ranged from 0.8-5 cm depending upon depth and type of corer.  Most 
soil cores were collected to a depth of 25-30 cm although a few cores were collected to 
a depth of 60 cm. Soil cores were returned to the laboratory for processing and analysis.  
Soil samples were dried at 80-105º C, ground, placed in containers and sealed in 
preparation for radionuclide analysis. 
 
Gamma Spectroscopy and ICPMS 
Radionuclide activities were determined by gamma spectroscopy.  Gamma spectroscopy 
for 210Pb (46.52 keV), 7Be (477.6 keV), 137Cs (661.65 keV), and 214Bi (609.3 keV) is 
reasonably well-established and straightforward, but the analytical details are detector 
and sample specific.  Among the three labs in the US, Poland, and Sweden, we used 
eight HPGe gamma detectors for the radionuclide analyses.  Activities measured 
between the different detectors varied by less than 10%.  Samples were counted for 2-24 
hours to decrease the counting errors (~10%) associated with small samples and low 
radionuclide activities. For the 210Pb analyses, the soil samples were counted after three 
weeks to allow secular equilibrium ingrowth of gaseous 222Rn (t1/2 = 3.82 d) from the 
decay of its 226Ra (t1/2 = 1600 yr) parent.  The self-attenuation correction of Cutshall et 
al. (1983) was used.  Standards were prepared using the same geometries as the 
samples.  The instrumentation and counting geometries were calibrated using 
commercially available mixed energies gamma-emitting standards. All measured counts 
were corrected for background levels, detector and geometry efficiencies, branching 
ratios and decay. 
 
Plutonium activities (239+240Pu) and atom ratios were determined in HNO3/HF digested 
soils following the methods described in Cizdziel et al. (2008).  242Pu (0.007 Bq) was 
used as a spike isotope; Pu fractions were processed using TEVA resin, and Pu isotopes 
were measured by sector field ICPMS. 
 
Computer Models 
Preliminary calculations were performed using the model CHAIN (van Genuchen, 
1985) and HYDRUS-1D (Simunek, Van Genuchten, and Sejna, 2005) to illustrate the 
nature of solute migration in a soil profile and how model simulations can provide 
insight to the key processes governing transport.  
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RESULTS AND CONCLUSIONS 
 
The 137Cs fallout by Chernobyl is about 30 times greater than that from bomb fallout at 
the three sites in Poland and about 300 times greater than at the two sites in Sweden.  
Vertical profiles of 7Be, 210Pb, and 137Cs activities in soils indicate that 7Be activity 
decreases rapidly downcore due to its short (53 d) half-life.  Excess 210Pb from 
atmospheric fallout decreases downcore more slowly due to its longer (20.4 yr) half-life.  
Some 210Pb activity persists at depth because of in situ production from 226Ra decay.  
137Cs activity displays a subsurface peak reflecting Chernobyl fallout and subsequent 
downcore migration.  A time series of the 137Cs profiles indicates that the peak in 137Cs 
activity occurred at the soil surface in 1987, but migrated downcore about 4 cm since, 
and that some 137Cs activity can now be found as deep as 20 cm. The amount of 
downward migration is different at the different locations.  This is likely due to the 
different types of soils, where some soils are dominated by mineral matter and others by 
organic matter. At Hille at a depth of 32 cm there is a second, small peak that might be 
the 1963 fallout peak.  Work currently in progress is using Pu atom ratios to distinguish 
between Chernobyl and stratospheric fallout. The 240Pu/239Pu atom ratio is about 0.38 
from Chernobyl and 0.18 from stratospheric fallout. There are also even larger relative 
differences in 241Pu/239Pu and 242Pu/239Pu which can be measured if the activities are 
high enough.  It is also expected that differences exist in micromineralogy and phase 
association between stratospheric fallout and Chernobyl Pu; the latter is primarily 
associated with refractory U-rich fuel particles.  
 
CHAIN model simulations capture some of the major features of the 7Be, 137Cs, and 
210Pbxs profiles.  The simulations generate profiles that decrease downcore for both 7Be 
and 210Pbxs while also accounting for the differences in half-life of these two 
radionuclides.  The 7Be migrates only about 1 cm before its activity approaches 0 
whereas 210Pb decreases throughout the 25 cm that were simulated. The continuous 
input of 210Pbxs results in a profile that remains fixed in time whereas a pulsed input 
for137Cs results in a downward migration of the 137Cs peak with time.  Dispersion results 
in tails on both the leading edge and the trailing side of the 137Cs pulse and the 
importance of sorption and retardation is easily seen in both the 137Cs and 210Pb profiles. 
However, the CHAIN model fails to effectively describe three aspects of the data:  1) 
the short term transport as seen in the 7Be data is deeper than the model simulations 
would suggest; 2) some of the 137Cs and 239,240Pu have been retained in the top portion of 
the core whereas the model predicts that these radionuclides will be transported 
downcore as a pulse; and 3) 210Pb activities decrease more rapidly near the surface than 
the model would predict. 
 
CHAIN and other advection-dispersion models of solute transport fail to accurately 
describe some aspects of the downward migration of radionuclides in the unsaturated 
soil zone.  HYDRUS-1D has the potential to better describe the processes by 
incorporation of nonlinear adsorption, inclusion of soil properties into multiple zones, 
and accounting for time-dependent processes such as water content. Future work will 
involve additional modeling using the program HYDRUS-1D which should permit 
exploring the causes for these differences to refine our ability to describe the transport 
of radionuclides in soils, for example, by permitting the use of nonlinear adsorption or 
by defining soil properties into multiple depth zones. 
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1 INSTRODUCTION 
Constructed wetlands (CWs) provide a natural way for simple, inexpensive, and robust waste-
water treatment. CWs can be subdivided into two main types, surface flow and subsurface flow 
CWs. Surface flow, or free water surface CWs, are densely vegetated and typically have water 
depths of less than 0.4 m. In subsurface flow (SSF) CWs, no free water level is visible. SSF 
CWs are subdivided into horizontal flow (HF) and vertical flow (VF) systems depending on the 
direction of water flow through the porous medium (sand or gravel).  

A large number of physical, chemical, and biological processes contribute to the treatment. 
Because these processes occur in parallel and influence each other, detailed understanding of 
CW functioning is difficult. Because of their complexity, CWs have long been seen as "black 
boxes" where wastewater enters and treated water leaves the system. Numerical models that de-
scribe the transformation and elimination processes in CWs are a promising tool to get a better 
understanding of the processes in CWs. Only a few numerical models are available to describe 
treatment processes in SSF CWs. Available models can be divided into three categories i) mod-
els describing the hydraulic behavior and single-solute transport only, ii) models describing re-
active transport in saturated conditions such as in HF CWs, and iii) reactive transport models for 
variably saturated conditions that can be used for modeling VF CWs as well as HF CWs, and 
have the highest complexity (Langergraber, 2008). CW2D/HYDRUS belongs to the last cate-
gory, both HF and VF systems can be modeled. 

This paper presents the multi-component reactive transport module CW2D (Langergraber, 
2001; Langergraber and Šimůnek, 2005), the constructed wetland module of HYDRUS, and 
shows examples for its application.  

2 THE MULTI-COMPONENT REACTIVE TRANSPORT MODULE CW2D 
The multi-component reactive transport module CW2D (Langergraber, 2001) was developed to 
describe the biochemical transformation and degradation processes in SSF CWs. CW2D was in-
corporated into the HYDRUS variably-saturated water flow and solute transport program 
(Langergraber and Šimůnek, 2006; Šimůnek et al., 2006). The CW2D module considers 

Overview of applications of the HYDRUS constructed wetland 
module 

G. Langergraber 
Institute of Sanitary Engineering and Water Pollution Control, University of Natural Resources and 
Applied Life Sciences (BOKU), Muthgasse 18, A-1190 Vienna, Austria. 

ABSTRACT: The multi-component reactive transport module CW2D was developed to model 
transport and reactions of the main constituents of municipal wastewater in subsurface flow 
constructed wetlands and is incorporated into the HYDRUS variably-saturated water flow and 
solute transport program. CW2D is able to describe the biochemical elimination and the trans-
formation processes for organic matter, nitrogen and phosphorus and considers 12 components 
(solutes) and 9 processes (reactions). This paper intends to give an overview of applications of 
the CW2D module that differ in terms of the type of the constructed wetland investigated, the 
size of the system as well as in the type of wastewater treated. 
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12 components and 9 processes. The components include dissolved oxygen, organic matter 
(three fractions of different degradability, i.e. readily- and slowly-biodegradable, and inert), 
ammonium, nitrite, nitrate, and nitrogen gas, inorganic phosphorus, and heterotrophic and two 
species of autotrophic micro-organisms. Organic nitrogen and organic phosphorus are modeled 
as nutrient contents of the organic matter, i.e. they are calculated as a percentage of COD. The 
biochemical elimination and transformation processes are based on Monod-type expressions 
used to describe the process rates. All process rates and diffusion coefficients are temperature 
dependent. The processes considered are hydrolysis, mineralization of organic matter, nitrifica-
tion (modeled as a two-step process), denitrification, and a lysis process (as the sum of all decay 
and loss processes) for the micro-organisms. CW2D assumes a constant concentration of micro-
organisms (and other compounds) in each finite element. The thickness of the biofilm is not 
considered. The mathematical formulation of CW2D is based on the mathematical formulation 
of the Activated Sludge Models (ASMs; Henze et al., 2000). Langergraber (2005) investigated 
the plant uptake models provided by HYDRUS that describe nutrient uptake coupled with water 
uptake, and concluded that it was possible to simulate plant uptake in high loaded systems, e.g. 
systems treating mechanically pre-treated municipal wastewater. For low-strength wastewater, 
the simulation results indicate that potential nutrient uptake is overestimated by using these 
models. Oxygen release via roots can be modeled in a way similar to nutrient uptake (Toscano et 
al., 2006). For a detailed discussion of the CW2D module see Langergraber and Šimůnek 
(2005). 

3 APPLICATIONS 
3.1 Overview 
In the last years, CW2D has been applied to several types of SSF CWs and for different applica-
tions. Different types of CWs include VF beds (Langergraber and Šimůnek, 2005; Korkusuz et 
al., 2007; Langergraber, 2007), HF beds (Mena, 2008), hybrid systems, i.e. HF and VF beds in 
series (Toscano et al., 2006, 2007), two-stage down- and upflow systems (Langergraber and 
Šimůnek, 2005). Different applications beside treating municipal wastewater include e.g. CWs 
for polishing the effluent of a wastewater treatment plant for reuse purposes (Toscano et al., 
2006, 2007) and treatment of combined sewer overflow (Dittmer et al., 2005; Meyer et al., 
2006; Henrichs et al., 2007).The following chapters present examples of results presented in the 
above mentioned literature. 
3.2 Horizontal flow CWs 
The first example presents simulation results of tracer experiments carried out for a pilot-scale 
experimental installation in southern Spain (Mena, 2008). The installation consisted of three 
parallel operated HF beds (each bed had a size of 2.5 m × 0.65 m with a depth of 0.6 m). Differ-
ent species of macrophytes were planted. All beds were filled with gravel with a diameter of 6-
9 mm (porosity 0.38), apart from the first and last 10 cm, for which the diameter was 9-12 mm 
(porosity 0.40) to improve the distribution of the wastewater in the inlet zone and to collect the 
treated wastewater in the outlet zone, respectively. The CWs were continuously fed with artifi-
cial urban wastewater with mean influent concentrations of 127 mg COD.L-1 and 10 mg NH4-
N.L-1. Tracer experiments were carried out by adding one litre solution of sodium bromide with 
a concentration of 5000 mg.L-1 by means of an impulse in each CW. After the pulse, wastewater 
feeding was kept contant and effluent samples were collected. Figure 1 shows the experimental 
tracer concentration and the fit of different models. Mena (2008) showed that for all experiments 
simulation with HYDRUS fitted better than detention time gamma distribution (DTGD) and 
dispersed plug-flow (DPF) models. Especially the DPF model did not fit very well to the ex-
perimental data mainly because the long skewed "tail" increases the mean HRT and this fact 
makes the DPF to be delayed in relation to the experimental data. 
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Figure 1: Comparison of experimental tracer concentrations to simulation results for CW1 (planted with 
Phragmites australis) using different models (according to Mena, 2008). 

3.3 Vertical flow CWs for treatment of urban wastewater 
Simulations of water flow in VF beds have been shown by Langergraber and Šimůnek (2005). 
The experience showed that simulation results match the measured data when the hydraulic be-
havior of the system can be described well. The good match of experimental data to reactive 
transport simulations can then be obtained using literature values for the CW2D model parame-
ters, e.g. the values of the parameters given by Langergraber and Šimůnek (2005). 

Korkusuz et al. (2007) investigated the hydraulic properties of 10 different natural and artifi-
cial substrates to be used for the main layer of VF CWs. Simulation results have been presented 
for lab-scale studies carried out at the technical lab of the Institute of Sanitary Engineering at 
BOKU. Each lab-scale column had a diameter of 20 cm and was filled with a 50 cm main layer 
using different substrates that have been selected according their potential higher nitrogen and 
phosphorous adsorption capacity. The following parameters have been determined for all mate-
rials: particle and bulk density, porosity, saturated hydraulic conductivity and grain size distri-
bution. Figure 2 shows as an example results for effluent flow rates from a single loading and 
from tracer experiments for Turkish zeolite. One main result of the study was the generation of 
input data sets of the hydraulic properties for different substrates for CW2D. 
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Figure 2: Simulated water flow (left) and tracer experiments (right) for Turkish zeolite (Korkusuz et al., 
2007). 

Langergraber (2007) presented simulation results for outdoor experiments that had the main 
goal to verify the temperature model incorporated into CW2D. The experimental plant consisted 
of three parallel operating VF beds with a surface area of about 20 m² each, operated with in-
termittent loading, and has been in operation since 2003. The organic load has been 
27 g COD.m-2.d-1, which correspond to hydraulic loading rate of 43 mm/d. Results for water 
flow comparing measured and simulated effluent flow rates and the cumulative effluent of the 
experimental CW are shown in Langergraber (2007). Simulated effluent flow rate and cumula-
tive effluent flow match the measured data well. Using the calibrated flow model, the effluent 
concentrations during summer could be simulated using the standard CW2D parameter set 
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(Langergraber and Šimůnek, 2005). However, measured COD and NH4-N effluent concentra-
tions at low temperatures could not be simulated because hydrolysis and nitrification at low 
temperatures were over predicted. Figure 3 shows measured and simulated COD and NH4-N ef-
fluent concentrations using a modified parameter set that includes temperature dependencies for 
the half-saturation constants of hydrolysis and nitrification. Using this modified parameter set, it 
was possible to simulate the COD and NH4-N effluent concentrations at low temperatures 
(Langergraber, 2007). 
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Figure 3: Measured and simulated COD and NH4-N effluent concentrations using the modified parameter 
set (Langergraber, 2007). 

To validate the biomass simulated growth Langergraber et al. (2007) used measured data of C 
and N content of the biomass (Tietz et al., 2007) and converted them to microbial COD by using 
factors based on stoichiometry. Figure 4 shows calculated and simulated microbial biomass 
COD in different depths of the main layer for a heterotrophic lysis rate of 0.30 d-1. Simulated 
microbial biomass COD in the first cm of the main layer was between 5600 and 
3400 mg COD/g DW (the range of the measured values) when using heterotrophic lysis rates of 
between 0.25 and 0.35 d-1.  
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Figure 4: Calculated and simulated microbial biomass COD in different depths of the main layer (Langer-
graber et al., 2007). 

3.4 2-stage horizontal and vertical flow CWs 
Simulation results for a two-stage pilot-scale CW for treating surface water have been shown by 
Langergraber and Šimůnek (2005) and are included here to show an application for a more 
complicated flow domain geometry. The system was designed for the treatment of heavily pol-
luted surface water. The total surface area of the two-stage system was 2 m², divided into down-
flow and upflow chambers (surface area is 1 m² each). The inlet was situated on the top of the 
downflow chamber; the effluent was collected on the top of the upflow chamber by means of 
perforated pipes (Perfler et al., 1999, Figure 5, left). An unstructured two-dimensional finite 
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element mesh was used for simulations consisting of 1135 nodes and 2057 elements (Figure 5, 
right). Figure 6 shows simulation already presented in Langergraber and Šimůnek (2005). 
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Figure 5: Schematic representation of the two-stage vertical flow CW (left, values are in cm) and 2D 
mesh of the two-stage vertical flow CW (right); Langergraber and Šimůnek (2005). 
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Figure 6: Calculated steady-state distribution of Nitrosomonas (in mg/l, left), and simulated and measured 
concentrations of NH4-N and NO3-N in a cross section of the downflow chamber (right); Langergraber 
and Šimůnek (2005). 

3.5 Two-stage pilot-scale down- and upflow CW 
Toscano et al. (2007) showed simulation results for a pilot-scale two-stage SSF CW for treat-
ment of municipal wastewater from an experimental plant located in Eastern Sicily. The system 
was used for secondary or tertiary treatment and consists of four parallel lines each with two 
SSF beds in series. Each bed has a rectangular shape with a surface area of 4.5 m2 (1.5 m × 
3.0 m). For their study Toscano et al. (2007) used data from line 1 (planted with Phragmites sp.) 
and line 2 (unplanted), each comprising a HF and a VF bed in series. Figure 7 shows measured 
and simulated data for a tracer experiment of line 2 (unplanted). The simulated breakthrough 
curves matched the measured data well. 
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Figure 7: Measured and simulated data for a tracer experiment of line 2 (Toscano et al., 2007). 

Since no significant changes of the influent concentrations over time occurred, a further ex-
periment was conducted by adding ammonium chloride (NH4Cl) as pulse tracer in the influent 
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of lines 1 and 2 functioning as secondary treatment. In Figure 8 measured and simulated NH4-N 
concentrations are shown. The values for the parameters describing plant uptake and oxygen re-
lease obtained in the previous simulations have been used for the simulations. CW2D seems to 
be able to predict the dynamics in the effluent of the HF bed for both lines (Toscano et al., 
2007). 
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Figure 8: Measured influent concentrations and measured and simulated effluent concentrations of NH4-N 
after the addition of NH4Cl solution in lines 1 (left, planted) and 2 (right, unplanted); Toscano et al. 
(2007) 

3.6 Vertical flow CWs for treatment of combined sewer overflow 
CW2D was used to model a VF CWs for the treatment of combined sewer overflow (CSO) by 
Dittmer et al. (2005), Meyer et al. (2006) and Henrichs et al. (2007). Some of the differences be-
tween using wetlands for wastewater and for CSO treatments are the loading regime and the 
quality parameters of the inflow. For CSO treatment, the succession of loading events and dry 
periods is characterized by the stochastic nature of rainfall and the runoff behavior of the catch-
ment area. Extreme cases involve, on the one hand, a permanent loading for weeks, and several 
months without any loading event on the other. To reach the main treatment objective, the de-
tention and reduction of peak flows (Dittmer et al., 2005), throttle valves are applied to limit the 
maximum effluent flow rate and therefore the flow velocity in the filter itself. For simulation 
purposes, the maximum allowed effluent flow rate had to be implemented (Langergraber and 
Šimůnek, 2006). 

The first simulations have been performed for lab-scale columns (diameter 19 cm) by Dittmer 
et al. (2005). The columns were loaded once a week with 15.7 liter of synthetic sewer, which 
corresponds to a loading rate of 0.5 m/event. The filtration rate of columns 1 to 4 was controlled 
manually by a throttle valve, whereas columns 5 and 6 had free drainage. Figure 9 compares 
simulated effluent flow rates for a column with free drainage and a limited seepage face flux 
boundary condition. The maximum flow in the controlled effluent rate case (right) corresponds 
to 1 liter/hour. While in the unrestricted flow case, the bulk of water passed through the filter 
bed in 1 hour, in the flow restricted case this happened in about 15 hours. 
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Figure 9: Comparison of simulations with free drainage BC (left) and controlled effluent rate (right); 
Langergraber (2008). 

Figure 10 (left) shows measured and simulated breakthrough curves of a tracer experiment 
carried out for column 6 with free drainage, Figure 10 (right) for column 4 and column 2, with 
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controlled effluent rates of 5 liters/hour and 1 liter/hour, respectively. Using the transport pa-
rameters obtained from the free drainage simulations (column 6) the tracer experiments with 
controlled effluent rate could be simulated well.  
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Figure 10: Measured and simulated breakthrough curves of column 6 with free drainage (left) for a con-
trolled effluent rate of 5 and 1 liter/hour, respectively (right); Langergraber (2008). 

For multi-component reactive transport simulations, good results could be achieved when 
considering the different composition of CSO compared to domestic wastewater (Dittmer et al., 
2005), and adsorption for COD fractions (Henrichs et al., 2007). Figure 11 shows, as an exam-
ple, the simulated effluent concentrations of COD and its fractions for a lab-scale experiment 
with a controlled effluent rate. Using the parameters obtained from lab-scale experiments, it was 
also possible to successfully simulate single events of field experiments. 
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Figure 11: Effluent concentrations of COD and its fractions with COD adsorption and controlled effluent 
rate (O2: dissolved oxygen, CR, CS, CI: readily, and slowly biodegradable, and inert organic matter, re-
spectively); Langergraber (2008). 

4 SUMMARY 

This paper presented an overview of applications of the multi-component reactive transport 
module CW2D for HYDRUS (Langergraber and Šimůnek, 2005). Different types of CWs have 
been investigated: VF and HF beds, hybrid systems and a two-stage down- and upflow sCWs 
for different applications have been investigated using CW2D: treatment of municipal wastewa-
ter, polishing the effluent of a wastewater treatment plant for reuse purposes and treatment of 
combined sewer overflow. CW2D was been applied for CWs with different sizes from lab-scale 
columns over pilot-scale systems to bigger outdoor systems.  

In general, results using CW2D showed that water flow, single-solute transport and reactive 
transport simulations resulted in good agreements with measured data for HF and VF CWs as 
well as for hybrid systems. The practical applications have shown that simulation results match 
the measured data when the hydraulic behavior of the system can be described well. A good 
match of experimental data to reactive transport simulations can then be obtained for CWs treat-
ing municipal wastewater using the values for the CW2D model parameters as given by Langer-
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graber and Šimůnek (2005). Therefore it is advisable to measure at least the porosity and satu-
rated hydraulic conductivity of the filter material to obtain reasonable simulation results for wa-
ter flow (Langergraber, 2008). 
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1 INTRODUCTION 
 
Sources of potential environmental risk located at the soil surface may impact groundwater via un-
saturated zone processes. In risk assessment studies analysis of water flow in unsaturated zone can 
be based on experimental observation and/or numerical simulation (Mallants et al., 1994). Experi-
mental studies yield valuable insight into the physical processes, but their implementation is often 
complicated. In Lithuania, experimental studies of unsaturated zone processes in different land-
scapes (four sites) were temporarily carried out in 1980-1995 (Žemaitis et al., 1995). Two sites hav-
ing more complex data were briefly considered in this study (Fig. 1). 

As an alternative to experimental studies, 
numerical simulations often provide the neces-
sary information to analyze the flow phenom-
ena at a very high spatio-temporal resolution 
(Jury and Roth, 1990).  

In particular, this study is one of the first 
Lithuanian case studies dealing with unsatu-
rated flow simulations. There are plans to ex-
tend this computational approach during the 
ongoing radioactive waste management pro-
jects which will be actively implemented dur-
ing the decommissioning stage of Ignalina 
NPP. Furthermore, simulations may be used to 
plan and interpret experiments and to predict 
future flow behavior for complex conditions 
including natural and engineered barriers and 

their interactions in case of near surface repository for low and intermediate level radioactive waste 
disposal. 

2 SITES AND EXPERIMENTAL DATA  
 
Two sites – Rykantai and Didziasalis – carefully experimentally characterized in previous monitor-
ing programs (Žemaitis et al., 1995) were selected for the simulation (Fig. 1). Both sites are located 
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Figure 1. Location of the experimental sites 
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in the Baltic Upland crossing in the eastern part of Lithuania, in the Nemunas River catchment and 
in sub-catchments of the Neris (Rykantai site) and Sventoji Rivers (Didziasalis site), respectively. 
The region of East Lithuania as a whole is located in the eastern part of the Baltic artesian basin. 
This region is part of the recharge area for the basin. The subsurface aquifer system, containing 
fresh groundwater and taking part in active water exchange, is attributed to Quaternary intertill de-
posits. The unconfined aquifer is spread in the uppermost part of the Quaternary succession com-
posed of inequigranular material. From the geomorphological point of view, the Rykantai site is lo-
cated in the plain valley (prevailing glaciofluvial deposits); the Didziasalis site is attributed to the 
hummocky morainic upland (till deposits). The Lithuanian climate is tyrical of the northern part of 
the midlatitudal climate zone. According to the data of the Lithuanian Hydrometeorological Ser-
vice, the annual sum of precipitation in the Dukstas station (close to Didziasalis site) is 594 mm for 
1971-2000 and in the Vilnius station (close to Rykantai site) is 670 mm for the same period. 

In the Rykantai site, the typical soil profile itself is composed of glaciofluvial inequigranular 
sand with groundwater table at a depth of 7 m. The soil profile of the Didziasalis site is represented 
by marginal till deposits (clayey loam) in upper part and sand in lower part with groundwater table 
at a depth of 10 m. (Fig. 2).  

 

 
Figure 2. Soil profiles of the Didžiasalis site (A – main lithology and A’ – model geometry and parameters) 
and the Rykantai site (B – main lithology and B’ – model geometry and parameters): 1 – topsoil formed of 
till; 2 – loam; 3 – various sand; 4 – technogenic soil; 5 – clayey sand; 6 – sandstone; 7 – coarse sand; 8 – ap-
erture; 9 – manometric tensiometer and its number; 10 – pore water catcher and its number; 11 – groundwater 
level 
 

The two most important soil physical characteristics are the water content, θ, and the soil water 
potential head or hydraulic head, h. The hydraulic conductivity of the saturated soil (Ks, m/s), which 
can be determined in the laboratory on undisturbed core samples, is another very important charac-
teristic. Based on primary parameters, the soil hydraulic functions (θ(h) and K(h)) can be set. De-
scription of water flow through unsaturated soil requires parameterization of θ(h) and K(h). Differ-
ent soil types exhibit quite different hydraulic functions. When the soil becomes drier due to 
internal drainage and/or evapotranspiration, air replaces water first in the coarse parts of the pore 
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space and at lower (negative) values of the water potential also in the finer pores. In the unsaturated 
zone, water is held in the soil pores by the so-called capillary forces (due the to surface tension of a 
liquid and the contact angle between liquid and solid phases). This leads to the existence of a nega-
tive pressure or matric head. 

Undisturbed core samples were taken from the soil profiles at Rykantai and Didziasalis sites prior 
to the installation of experimental equipments in lysimeters (Žemaitis et al., 1995). The K values 
were estimated depending on soil type by constant head and falling head methods. The hydraulic 
functions (the water content and unsaturated hydraulic conductivity dependence on the matric head) 
were estimated for different soils (Fig. 3). 

Figure 3. Estimated hydraulic functions for the Didziasalis site (clayey loam) profile (parametrization gives 
approximately α=0.7 1/m, n=1.1, when measured values are as follows θr=0.08; θs=0.28, Ks= 0.0028 m/d) 
and for the Rykantai site (sand) profile (parametrization gives approximately α=21 1/m, n=1.3, when meas-
ured values are as follows θr=0.01, θs=0.30, Ks=3.1 m/d) (D – Didziasalis site; R –Rykantai site) 
 

The hydrometeorological observations (precipitation rate, air and soil temperatures) were carried 
out continuously in the period of 1980-1995. The equipment installed in the lysimeters consisted of 
manometric tensiometers, porous porcelain cups for water sampling and thermometers. Next to 
lysimeters, the piezometers for groundwater level observations were installed. 

3 MAIN FEATURES OF UNSATURATED FLOW SIMULATION 
 
The unsaturated flow simulation is based on soil hydraulic functions. To describe the soil water 
characteristic and the unsaturated hydraulic conductivity function, the model defined by van 
Genuchten (van Genuchten, 1980) was used. This model provides a predictive closed-form equation 
for the unsaturated hydraulic conductivity function by using the statistical pore-size distribution 
model of Mualem (Mualem, 1976). The degree of water saturation is defined: 

rs
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θθ
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−

=  

where θ is soil water content, θr and θs are the residual and saturated water contents, respectively.  
The soil water characteristic and the unsaturated hydraulic conductivity relationship adjusted to 

experimental data are shown in Fig. 3. For the soil groups, when initial estimates of the soil water 
characteristic were not available, a set of average van Genuchten parameters estimated by Carsel 
and Parish (Carsel and Parish, 1988) was used. 

Under natural climatic conditions, water flow in soils varies in time and in space. The transient 
behavior of water flux in the unsaturated soil, q (m/s), usually affects the water content θ and the 
matric pressure head h. Simulations for both soil profiles were carried out using the van Genuchten-
Mualem hydraulic functions without hysteresis. The simulations were performed using the finite 
element code HYDRUS-1D (Simunek et al., 1998). 
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The top boundary condition corresponds to the long-term average net precipitation (precipitation 
rate minus potential evapotranspiration). Potential evapotranspiration was calculated using the 
Thornthwaite model (Ward and Elliot, 1995) using local hydrometeorological data. After that, the 
top boundary flux for the Rykantai soil profile is set as a constant q of 0.00048 m/d and for the 
Didziasalis soil profile it is 0.00035 m/d. These values are maximal assuming zero surface run-off. 
The groundwater table 7 m below the soil surface at the Rykantai site and 10 m below the surface at 
the Didziasalis site was used as the bottom boundary condition. This is mathematically imple-
mented by putting the pressure head = 0 at the water table. The Rykantai soil profile of 3 materials 
is discretized in 0.07-m-thick layers, which results in 101 nodes for the one-dimensional simulation. 
The Didziasalis soil profile of 3 materials is discretized in 0.1-m-thick layers, resulting in 101 nodes 
for the one-dimensional simulation.  

The top water flux is only one of many critical parameters in the natural environment. Infiltration 
through the unsaturated zone occurs via the porous matrix and/or through open fissures and other 
“fast” pathways. The geometry of this porous network and the degree of water saturation provide an 
opportunity for water to flow through both slow and fast pathways. In our case, we considered only 
the porous matrix flow. In temperate climate, generally less than 5 to 25% of precipitation infiltrates 
to the water table (Zimmermann et al., 1967). More details on soil profiles model and main input 
parameters are shown in Fig. 2. 

4 SIMULATION RESULTS AND WATER BALANCE 
 
The numerically calculated infiltration in both soil profiles is shown in Figs. 4 and 5 in terms of 
pressure heads versus depth (h – z) and water contents versus depth (θ - z). At t < 0, the initial pres-
sure head is equal to the height above the water table, i.e. h = 0 at the groundwater table and h = -10 
m and h = -7 mm at the soil surface respectively. The corresponding water content versus depth pro-
file has the same shape as the soil water characteristic curve. At t > 0, water starts to infiltrate into 
the soil and the infiltration front moves downward. After 870 days water content at the Didziasalis 
profile reaches its steady-state value and a constant water flux is in the entire profile (0.00035 
m/day). A less negative pressure head develops and reaches -0.024 m in the upper part and -0.34 m 
in the lower part of the profile. After 760 days water content in the Rykantai profile reaches its 
steady-state value and a constant water flux is in the entire profile (0.00048 m/day). A less negative 
pressure head develops and reaches -0.4 m in the upper part and -0.7 m in the lower part of the pro-
file. Under steady-state conditions the constant water flux is driven only by gravity (i.e., gravity 
flow). 

 
Figure 4. Calculated pressure heads (left) and water contents (right) versus depth at the Didziasalis profile. 
Solid line is for t<=0 (initial condition), while other times are as follows: 1 – 100 days, 2 – 200 days, 3 – 300 
days, 4 – 400 days, 5 – 500 days, 6 – 2000 days. 
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Figure 5. Calculated pressure heads (left) and water contents (right) versus depth of the Rykantai profile. 
Solid line is for t<=0 (initial condition), while other times are as follows: 1 – 100 days, 2 – 200 days, 3 – 300 
days, 4 – 400 days, 5 – 500 days, 6 – 2000 days. 

 

5 CONCLUSIONS 

Experimental data and results of numerical simulations of unsaturated water flow for two Lithua-
nian soil profiles were preliminarily considered. Infiltration results were compared in terms of pres-
sure heads and water contents versus depth. The time to reach steady-state water flux was calculated 
to be between 760-870 days from the beginning of infiltration. 
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ABSTRACT: Speciation determines element mobility. It is commonly known that speciation 
depends on the geochemical conditions in the soil. However, it is less well known that speci-
ation is also influenced by the soil water content and the soil water fluxes. These dependencies 
are numerically investigated using the reactive coupled simulator HP1 that was developed by-
coupling HYDRUS-1D to the geochemical code PHREEQC-2.15. Two examples illustrate the 
effect of time-variable soil water fluxes on the speciation and mobility of heavy elements, both 
on the short term (seasonal variations) and on the long term leaching to the groundwater. 

1 INTRODUCTION 

The mobility and bio-availability of major and trace elements are the result of a complex inter-
play between physical, chemical and biological processes in the soil. The mobility of an element 
depends on the chemical nature of the element itself and on the other elements in the aqueous 
phase and the surface of the solid phase. Geochemical processes such as aqueous complexation, 
precipitation and dissolution, ion exchange and surface complexation all play a role in the speci-
ation, and consequently on the mobility, of elements in the soil system. Numerous studies exist 
on speciation and mobility of elements. For example, Jansen (2003) investigated the mobility of 
Al- and Fe- complexes with dissolved organic matter as a function of the pH, metal/ligand ratio 
and redox state. At higher pH and a high metal/ligand ratio, the mobilities of Al and Fe decrease 
due to the formation of insoluble metal – organic matter complexes. The water phase is the ma-
jor (if not the only) carrier of many elements in the soil. Physical flow processes also affect the 
mobility. The water flow velocity and direction is mainly dictated by the conditions at the soil 
surface (precipitation and evapotranspiration) and the groundwater. 

Apart from determining the average solute transport velocity and dispersion, transient flow 
conditions substantially influence the geochemical conditions in the soil. This is supported by 
some experimental evidence during laboratory experiments (e.g., Öztürk & Özkan, 2004), sea-
sonal variations in the field (e.g., Berner et al., 1998), and artificial recharge of groundwater 
(Greskowiak et al., 2005). The interaction of discharging groundwater and shallow groundwater 
dynamics with temporal variations in atmospheric conditions also affects the soil water compo-
sition (e.g., de Mars et al., 1997; de Mars & Garritsen, 1997; Joris, 2005). Slattery & Ronnfeldt 
(1992) showed that seasonal variations in pH were partly related to ionic strength. Gonçalves et 
al. (2006) reported an experimental study to quantify salinization and alkalization risks in 
lysimeters exposed to natural atmospheric conditions (rainfall and evapotranspiration) and 
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manually irrigated with waters of different quality. Overall salinity and Na concentrations 
changed significantly during the year. Na concentrations near the soil surface peaked during dry 
periods after irrigation events, but subsequently decreased again to initial values during rainfall 
periods. 

To fully explore such coupled effects, a reactive coupled model is needed. In such tool, the 
speciation of elements and solid surfaces are calculated together with water flow and solute 
transport equations. It enables to account for the effects of spatial and temporal variations in wa-
ter flow conditions on the speciation and mobility of elements in open systems such as soils. A 
number of coupled reactive codes based on the HYDRUS software are available. HYDRUS-1D 
coupled with UNSATCHEM model (Šimůnek & Suarez, 1994, 1997; Šimůnek et al., 1996, 
2005) and HYDRUS-2D coupled with CW2D (Langergraber & Šimůnek, 2005) are examples of 
specific geochemistry codes coupled with HYDRUS. This paper describes HP1 (Jacques & 
Šimůnek, in prep.) which couples HYDRUS-1D with the generic geochemical code PHREEQC 
(Parkhurst & Apello, 1998). After a short introduction, two examples illustrate the effect of tran-
sient water flow on the speciation and mobility of elements in the soil at a seasonal and a long-
term time scale. 

2 DESCRIPTION OF THE HP1 CODE 

The comprehensive simulation tool HP1 (version 2.1) has recently been developed by coupling 
HYDRUS-1D with PHREEQC (Parkhurst & Apello, 1998). Both codes represent currently 
state-of-the-science models in their domains of application. HYDRUS-1D version 4.0 is used to 
model water flow, solute transport and heat transport processes in the vadose zone. It is devel-
oped for soil systems by incorporating many features specific for soils such as atmospheric 
boundary conditions, several analytical functions describing the soil hydraulic properties for 
granular or structured soils, models for water flow and solute transport in structured soils (dual-
porosity and dual-permeability models), and root water uptake processes, amongst others. 

PHREEQC-2.15 is a geochemical code for low temperature aquatic geochemical processes 
including aqueous complexation, precipitation and dissolution reactions, ion exchange, surface 
complexation and solid-solutions. PHREEQC-2 provides a large flexibility in defining the geo-
chemical system. It offers a choice of ion exchange models (Gaines & Thomas, Vanselow, or 
Gapon convention), surface complexation models (non-electrostatic, electrostatic, diffuse double 
layer models based on Dzombak and Morel (Dzombak & Morel 1990) or CD-MUSIC (Hiemstra 
& van Riemsdijk 1996) with explicit calculation of the diffuse layer), and multiple surfaces 
models such as IE-2SNE (ion exchange–two non-electrostatic surface sites model of Bradbury 
& Baeyens, 2002), or multiple ion exchange models (e.g., Jacques et al., 2008b). Kinetic reac-
tions and networks (both in parallel and in sequence) can be incorporated by using the BASIC-
interpreter in PHREEQC. This powerful feature allows the calculation of aqueous 
(bio)degradation and redox reactions, mineral dissolution and precipitation, kinetic adsorption 
and even biomass growth and decay.  

Both codes allow incorporating heterogeneity, both at the larger scale (e.g., different soil ho-
rizons) or at the smaller scale (dual-porosity, heterogeneous surfaces, different surfaces or proc-
esses in inter-aggregate and intra-aggregate domains). Consequently, HP1 can simulate also a 
broad range of low-temperature biogeochemical reactions in water, the vadose zone and in 
ground water systems, including interactions with minerals, gases, exchangers and sorption sur-
faces based on thermodynamic equilibrium, kinetic, or mixed equilibrium-kinetic reactions. 

HP1 uses an operator-splitting approach for solving the governing equations, i.e., water flow, 
heat transport, solute transport and geochemical equations are solved in sequence within a single 
time step (see Jacques et al., 2006, for a flowchart). Jacques et al. (2006) evaluated the accuracy 
of the operator-splitting approach in HP1 for a kinetic reaction network, and for mixed equilib-
rium – kinetic reactions for different flow conditions (steady-state and transient). To minimize 
operator-splitting errors, two time step controlling parameters can be used. The maximum al-
lowed time step is the most effective measure to reduce operator-splitting errors during time pe-
riods with a high evapotranspirative atmospheric demand. The performance index (i.e., the 
product of the grid Peclet and Courant numbers) minimizes operator-splitting errors during pre-
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cipitation or infiltration events. Guidance for optimal spatial and temporal discretization for re-
active transport modeling during transient flow conditions was given in Jacques et al. (2006). 

A number of studies demonstrated the versatility of HP1 (Jacques & Šimůnek, in prep.) in-
cluding heavy metal transport, phosphate and uranium transport and leaching (Jacques et al. 
2008a,b) and transport of TNT and its daughter products (Šimůnek et al., 2006). This paper will 
show selected results presented in these studies to illustrate the effects of water flow on speci-
ation and mobility of elements. Details of the model assumptions are given in the cited papers. 

3 EXAMPLE SIMULATIONS ILLUSTRATING THE EFFECT OF WATER FLOW ON 
SPECIATION AND MOBILITY 

3.1 Heavy metal migration in a podzol soil 
Jacques et al. (2008a) simulated the transport of major cations (Na, K, Mg, and Ca) and heavy 
metals (Cd and Zn) in a soil during transient water flow over a period of 30 years. The focus 
was on the leaching of Cd and Zn in a dry Spodosol in the sandy region of Northern Belgium. 
Soils in the region were contaminated by atmospheric deposition of Cd and Zn from non-ferrous 
industry (Seuntjens, 2000). The various soil parameters and initial conditions were taken from 
Seuntjens (2000). The soil consisted of six horizons for which the bulk density, organic matter 
content, the parameters of the water retention characteristic and the saturated hydraulic conduc-
tivity were available. Geochemical processes taken into account were aqueous complexation and 
ion exchange. The atmospheric boundary conditions between 1969 to 1998 were obtained from 
climatological data from two weather stations. Element concentrations in the rain water were ob-
tained from Stolk (2001). 

Figure 1 shows time series between 1972 and 1982 for the water content, pH, and the amount 
of Cl and Cd in the aqueous phase at two depths. The figure clearly illustrates a relation between 
water flow conditions and changes in geochemistry in the soil. Alternating wet (precipitation) 
and dry (evaporation) conditions as dictated by the atmospheric boundary conditions influenced 
the geochemistry near the soil surface. The mobile elements - such as the anion Cl, but also 
monovalent cations as Na – moved upwards and accumulate near the soil surface during periods 
with high evaporative demand. At the same time, the pH decreased during the dryer soil condi-
tions. Two factors contributed to this: a decreasing water content with increasing concentrations 
of the elements, and the greater mobility of anions compared to cations and their accumulation 
near the surface. The total amount of heavy metals near the soil surface remained nearly con-
stant between seasons within a single year. However, the aqueous concentrations of the metals 
varied significantly during the seasons. The changes in water content resulted in changes in con-
centrations which in turn caused changes in the cation exchange equilibrium. The increased 
concentrations promoted monovalent cations to sorb on the exchange complex and, conse-
quently, bivalent cations transferred to the aqueous phase. The competition between monovalent 
and bivalent cations for the exchange complex was further intensified by the increased amount 
of monovalent cations near the soil surface due to upward flow and transport. The increased 
amounts and concentrations of Cl near the surface also resulted in a larger amount of Cd in the 
aqueous phase due to the formation of relatively stable aqueous Cd-Cl complexes. 

Thus, the physical factors of decreasing water content and upward water and solute fluxes 
during periods with high atmospheric evaporative demand caused a pH decrease near the soil 
surface and an increased amounts of Cd in the aqueous phase. The latter may have a significant 
effect on the transport of Cd in a soil profile, and on its bioavailability since many uptake and 
biological-controlled processes are concentration dependent. 
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Figure 1 Time series of water content θ, pH, total amounts of Cl and Cd in the aqueous phase per unit soil 
volume (TCl,aq and TCd,aq) at 5 cm (A horizon) and 35 cm (Bh1-horizon) (adapted from Jacques et al. 
2008a). 

3.2 P and U migration in a soil profile from inorganic P-fertilizers 
Inorganic P-fertilizers as monocalcium phosphate or triple superphosphate contain uranium due 
to its natural occurrence in the raw material apatite. Overall, the environmental radiological im-
pact of inorganic P-fertilizers is relatively modest. However, the mobility of U in the soil profile 
depends on many factors such as pH, soil moisture, mineralogy and texture (Zielinski et al., 
1997). Transient flow conditions represent a relatively unexplored factor effecting U mobility. 
Jacques et al. (2008b) analyzed this factor by comparing long term (200 year) transient flow 
simulations with steady-state flow conditions in terms of the linear distribution coefficient Kd 
and U-fluxes to the ground water. 

The same type of soil as in the previous example was used, i.e. a podzol consisting of six soil 
horizons. Basic soil properties (the same as mentioned above and the Fe-oxide content) were 
taken from Seuntjens (2000). The 30 year time series of atmospheric boundary conditions was 
repeated seven times to obtain daily values of precipitation and potential evaporation for 200 
years. For the steady-state flow simulation, the cumulative flux after 200 years was equal to the 
long term net infiltration calculated during the transient flow simulation. The fertilizer scenario 
assumed an average annual inorganic P-application representative for Flanders (Northern Bel-
gium) for the last decade. In the scenario, P-fertilizers are applied each year on May 1 at a rate 
of 1 g P/m² in the form of Ca(H2PO4)2 in 1 cm of water (completely dissolved in the irrigation 
water). Ca(H2PO4)2 contains 10-3 mol U, thus 3.77×10-6 mol U / m² was added annually. 

The geochemical processes considered are aqueous complexation, ion exchange and surface 
complexation reactions. Ion exchange involved the cations H+, Na+, K+, Mg2+, Ca2+ and UO2

2+. 
Species involved in the surface complexation reactions were H+, Ca2+, Mg2+, UO2

2+, PO3
3-, SO4

2- 
and F-. The cation exchange capacity was related to the amount of organic matter, assuming that 
the amount of exchangeable protons on organic matter was 6 meq g-1 (Tipping, 2000). The total 
capacity of the complex was divided in six functional groups (each with a different proton dis-
sociation constant) following the approach described in Appelo et al. (1998). The capacity of the 
surface site was derived from the amount of Fe2O3 in the soil profile assuming 0.875 reactive 
sites per mole Fe (Waite et al., 1994). Equilibrium constants were taken from Dzombak & Morel 
(1990).  
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Figure 2 pH-dependency of the U(VI) sorption in the A-horizon on both the cation exchange complex 
(CEC) and the surface complexation complex (SC) (adapted from Jacques et al., 2008b). 

 
Prior to the reactive transport simulation, the sorption of U on the solid phase was simulated. 

Figure 2 shows the ratio of the total adsorbed U over the total U in the system as a function of 
pH. The distribution between U adsorbed on the cation exchange complex and U on the surface 
complexation sites are also shown. At low pH, most U is in the aqueous phase since both the 
cation exchange complex and the surface complexation sites are protonated. With increasing 
pH, more and more sites become deprotonated and the U adsorption increases drastically. The 
relative contribution of U adsorbed by cation exchange compared to surface complexation de-
creased with increasing pH. This is consistent with experimental findings of McKinley et al. 
(1995). Above pH 6, sorption of U decreases again due to aqueous complexation of U with car-
bonate (Davis et al., 2004; Waite et al., 1994, results not shown). P is almost completely sorbed 
in the same pH range (results not shown). It is expected that pH variations due to variations in 
water content and fluxes will influence the mobility of U. Note that also the presence of compet-
ing elements influence the sorption of U. For example, when concentrations of U, Ca, and P 
were present in the irrigation water with dissolved fertilizer, sorption of U significantly de-
creased. 

Figure 3 shows depth profiles of total amounts of Ca, P and U after 25, 50 and 200 years for 
transient and steady-state flow simulations. Ca accumulated mainly in the first horizon during 
the first 50 years. During the next 100 years, the amount of Ca in the two Bh horizons gradually 
increased. It moved a little bit deeper in case of transient flow simulations. P migrated faster 
through the A and E horizons compared to Ca due to the small amount of Fe2O3 in these hori-
zons (low adsorption potential for P in these horizons). In the Bh-horizon with a high Fe2O3 
amount, the migration of P significantly slowed down. P did not reach the BC horizon after 200 
years. U migration was quite different between two simulations, especially during the first 50 
years. U transport was again slightly faster for transient flow simulations than during steady-
state flow. 

 
Figure 3 Concentration profiles versus depth of total Ca, P and U at selected times for the steady-state 
flow simulation (gray lines) and the transient flow simulation (black lines) (adapted from Jacques et al. 
2008b). 
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Figure 4 shows time series of the pH and the Kd of Ca, P, and U at a depth of 5 cm. For both 

simulations, an observed long term trend is related to long time changes in Ca, P and U in the 
soil solution due to addition of the P-fertilizer. For steady-state flow conditions, steady-state Kd 
values at a 5-cm depth were obtained after 40 to 50 years for P and U, and after 100 years for 
Ca. This corresponds to the mobility of the three elements through top horizons as discussed in 
Figure 3. In this first horizon, the effect on Kd of an increased competition for sorption due to 
higher concentrations is larger than the effect of the pH increase. The latter would result in a Kd 
increase whereas the former resulted in a Kd decrease. A different picture was observed for 
deeper horizons (see Jacques et al., 2008b).  

The figure also illustrates the effect of transient flow conditions on short term variations in 
pH and Kd. Seasonal variations in pH were induced by temporal variations in water contents and 
water fluxes as discussed in the previous example. These pH variations then influenced the mo-
bility and Kd values of mainly Ca and U. The effect on the Kd of P was small since the P-
adsorption is almost pH-independent. The amplitude of short-time variations of Kd at the same 
time decreased with time. The adopted sorption isotherm is typically nonlinear, having a slope 
(the first derivative) that gradually decreases with increasing aqueous concentration. The Kd, be-
ing the slope of the isotherm at a particular concentration, then also decreases with in creasing 
aqueous concentration. In addition, variations in Kd with changing concentrations (the second 
derivative of the isotherm) go to zero with increasing aqueous U concentration. 

 
 

Figure 4 Time series of pH and the Kd of Ca, P and U at a depth of 5 cm for the steady-state flow simula-
tion (dashed line) and the transient flow simulation (full line) (adapted from Jacques et al. 2008b). 

 
Figure 5 shows the U-fluxes at three depths for the bottom of the A (7 cm), Bh2 (28 cm) and 

C2 (100 cm) horizons for both transient and steady-state flow conditions. Steady-state fluxes 
were obtained after 40 and 100 years for the A and Bh2 horizon, respectively. For the transient 
flow simulation, solute fluxes continued to vary by almost three orders of magnitude after 
steady-state solute transport conditions were reached for the steady-state flow simulation. While 
U reached the bottom of the soil profile after 80 years, a steady-state flux was not yet obtained 
within the 200-year simulation period. U fluxes increased earlier for the transient flow simula-
tion, which reflects faster leaching due to interactions caused by short-time variations in water 
contents, water fluxes and geochemical conditions.
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Figure 5 Downward U fluxes (Bq/y/m²) at the bottom of the A (7 cm, 100 years), Bh2 (28 cm, 200 years), 
and C2 (100 cm, 200 years) horizons for the transient (dots) and steady-state (dashed line) flow simula-
tions (adapted from Jacques et al. 2008b).    

4 CONCLUSIONS 

The two presented examples illustrate the effect of water flow processes on the speciation and 
mobility of elements in the soil profile. Variable water contents and fluid fluxes during transient 
flow in the vadose zone significantly affect prevailing geochemical conditions such as soil pH. 
Consequently, the aqueous speciation and the adsorption potential and thus the element mobility 
may change with time. Also the higher concentration of more mobile elements near the soil sur-
face originating from upward water flow may increase the aqueous concentrations of, for exam-
ple, heavy metals as Cd. Both cations (by increased competition for adsorption) and anions 
(forming aqueous complexes) play a role in that process.  
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1 INTRODUCTION 

Evaluating evapotranspiration rates from soils is needed for many research applications involv-
ing lysimeter and field studies, as well as for water management of agricultural fields. Potential 
evapotranspiration rates from vegetated soils can be calculated from meteorological data using 
either the Penman-Monteith combination equation (Monteith and Unsworth, 1990; FAO, 1990) 
or Hargreaves equation (Jensen et al., 1997). Since actual evaporation from soils and transpira-
tion from crops are additionally also affected by water contents in the root zone, their evaluation 
requires simultaneous calculations of water flow and root water uptake in soils. 

Penman-Monteith and Hargreaves equations were implemented into the HYDRUS-1D soft-
ware package (Šimůnek et al., 2008). Various combinations of meteorological and crop data can 
be entered in the graphical user interface (GUI) of HYDRUS-1D to evaluate potential 
evapotranspiration rates. Example simulations are presented here to demonstrate this new fea-
ture of HYDRUS-1D and to evaluate evaporation rates, transpiration rates, water contents, and 
root water uptake using readily available data during the year 2007 from weather stations at To-
kyo in Japan and Riverside in California. 

2 MODELS 
2.1 Potential evapotranspiration 
The FAO-recommended Penman-Monteith combination equation is as follows (FAO, 1990): 

( - ) /1 ( - )
(1 / ) (1 / )

ap a dn
p

c a c a

   G c e e rR ET       r r r r
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λ γ γ
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where ETp is the potential evapotranspiration rate [mm d-1], λ is the latent heat of vaporization [MJ 
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ABSTRACT: Evapotranspiration rates strongly affect movement of water and solute in the va-
dose zone. We have implemented into the HYDRUS-1D code Penman-Monteith and Har-
greaves equations to estimate potential evapotranspiration rates. While Penman-Monteith equa-
tion requires information about net radiation, wind speed, minimum and maximum temperatures 
and relative humidity, Hargreaves equation requires only minimum and maximum temperatures. 
The developed code provides users with a lot of flexibility by allowing an input of various com-
binations of meteorological information. The performance of the code is demonstrated using 
meteorological data for Tokyo, Japan (humid climate) and Riverside, CA (semi-arid climate). 
Liquid water and water vapor flow, heat transport, root water uptake, and evapotranspiration 
rates were quantitatively evaluated using meteorological data publicly available from local 
weather stations. 
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kg-1], Rn is the net radiation at surface [MJ m-2d-1], G ( ≈ 0 in this study) is the soil heat flux [MJ m-

2d-1], ρ is the atmospheric density [kg m-3], cp is the specific heat of moist air [kJ kg-1oC-1], ea is the 
saturation vapor pressure [kPa], ed is the actual vapor pressure [kPa], Δ is the slope of the vapor 
pressure curve [kPaoC-1], γ is the psychrometric constant [kPaoC-1], rc is the crop canopy resistance 
[s m-1], and ra is the aerodynamic resistance [s m-1].  

The potential evapotranspiration can also be evaluated using the much simpler Hargreaves equa-
tion (Jensen et al., 1997; Droogers and Allen, 2002): 

( )0.0023 0.408 17.8p a mET R T TR= ⋅ ⋅ +  (2) 

where Ra is the extraterrestrial radiation [MJ m-2s-1], Tm is the daily mean air temperature [oC], and 
TR is the temperature range between mean daily maximum and minimum air temperatures [oC]. 
Potential evaporation, Ep, and transpiration, Tp, fluxes can be calculated from potential evapotran-
spiration using Beer’s law (Ritchie, 1972): 
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where SCF is the soil cover fraction [-], LAI is the leaf area index [-], k ( = 0.463) is the constant 
governing radiation extinction by the canopy [-]. 

2.2 Root water uptake 

Root water uptake rate can be defined according to Feddes et al. (1978) as follows: 

( ) ( ) ( )p pS h S h b z Tα α= =  (4) 

where S is the sink term in Richards’ equation [s-1], α (h) is the water stress response function [-
], Sp is the potential root water uptake rate [s-1], and b(z) is the normalized water uptake distribu-
tion [m-1].  

3 HYDRUS-1D GUI FOR METEOROLOGICAL INFORMATION 

Different meteorological data are available for different applications. While a complete set of me-
teorological variables (net radiation, wind speed, temperature, relative humidity, vapor pressure, 
etc) may be available for one application, limited information (or no information at all) may be 
available for other applications. FAO suggested various equations to compensate for the lack of 
data (FAO, 1990). Some of these, and others, were implemented in the version 4 of HYDRUS-1D 
to calculate potential evapotranspiration 
rates from several combinations of data. 
Figure 1 shows the “Meteorological Pa-
rameters” dialog window of the HYDRUS-
1D GUI where users select what type of in-
formation they have available. While pa-
rameters in the upper part of the window re-
late mainly to net radiation calculations, 
parameters in the lower part concern crop 
information (crop height, root depth, and 
LAI). Figure 2 shows the “Meteorological 
Conditions” dialog window of the HY-
DRUS-1D GUI where one inputs time vari-
able meteorological data (e.g. radiation, air 
temperature, and relative humidity, etc) and 
time variable crop data (crop height, root 
depth, and LAI).  

Figure 1. The Meteorological Parameters dialog 
window of the HYDRUS-1D GUI.  
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4 EXAMPLE SIMULATIONS 

Model performance is demonstrated using 
meteorological data for 2007 for two sites, 
i.e., Tokyo in Japan (35º41’N, 139º46’E, Al-
titude 6 m) and Riverside in California 
(33º58’N, 117º21’W, Altitude 311 m). Daily 
maximum and minimum air temperatures, 
averaged relative humidity, wind speed, sun-
shine hour, and rainfall data for Tokyo were 
downloaded from the Japan Meteorological 
Agency. Daily maximum and minimum air 
temperatures, averaged relative humidity, 
wind speed, solar radiation, and rainfall data 
for Riverside were downloaded from the 
University of California, Agriculture and 
Natural Resources. Time variable LAI and 
root depth shown in Figure 3 were used as 
crop data for both sites.  

Figure 2. The Meteorological Conditions dialog window of the HYDRUS-1D GUI.  
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Potential evapotranspiration rates, ETp, calculated using Penman-Monteith equation (eq. (1)), 
and precipitations were used as a surface boundary condition. Free drainage was used as the lower 
boundary condition. Loam and Sandy loam from the HYDRUS catalog were used for soil hydrau-
lic properties of Tokyo and Riverside, respectively. Coupled movement of liquid water, water va-
por, and heat (Saito et al., 2006) was simulated using HYDRUS-1D. 

Figure 4 (top) shows ETp calculated using both Penman-Monteith equation (eq. (1)) and Har-
greaves equation (eq. (2)). Although ETp calculated using Penman-Monteith equation fluctuated 
more than the one calculated using Hargreaves equation, reflecting more pronounced changes of 
radiation, relative humidity, and wind speed, the two estimated values agreed well. ETp for River-
side was larger than for Tokyo, because of its semi-arid climate. Figure 4 (bottom) shows potential 
evaporation and transpiration rates obtained by dividing ETp calculated with Penman-Monteith 
equation using Beer’s law (eq. (3)). The potential transpiration rate increased from 90th day to 
250th day depending on the growth of the crop (LAI and root depth). 

Figure 5 shows simulated actual evaporation rates, transpiration rates, and water contents for 
Tokyo and Riverside. Both in Tokyo and Riverside, large evaporation or transpiration rates oc-
curred immediately after precipitations. Since Tokyo has large amounts of precipitation all year 
round, soil water evaporation was large throughout the year, while transpiration reflected the 
growth of the crop. Water contents in the soil also fluctuated throughout the year due to precipita-
tion events and evapotranspiration. Water content changes at a depth of 50 cm were smaller than at 
other depths, because of a decreasing impact of evaporation and root water uptake. On the other 
hand, it was raining only during the first 110 days of the year in the semi-arid climate of Riverside. 
Therefore actual evaporation rates were much smaller in Riverside than in Tokyo in spite of its lar-
ger values of potential evaporation rate. The transpiration rate was negligibly small in Riverside 
because of the shortage of soil water in the root zone. 

SUMMARY 

This study demonstrates capabilities of the new version (4.0) of the HYDRUS-1D program that 
implements Penman-Monteith equation for calculating potential evapotranspiration rates. Easy es-
timations of evapotranspiration rates and water contents in the root zone using readily available 
meteorological information can be useful for water management decisions involving irrigation and 
drainage systems. 

 

Figure 5. Precipitations and simulated actual evaporation and transpiration rates (top), 
and water contents (bottom) for the Tokyo (left) and Riverside (right) sites during the 
year 2007.  
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Impact of soil micro-morphological features on character of water 
flow and solute transport 
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N. Vignozzi, M. Pagliai  
CRA-ABP, Piazza M Azeglio 30, I-50121 Florence, Italy 

ABSTRACT:  
Soil pore structure and water flow and chlorotoluron transport were studied in humic 
horizons of various soil types: Haplic Luvisol, Greyic Phaeozem, Haplic Cambisol. 
Single-porosity, and either dual-porosity or dual-permeability, flow and transport 
models in HYDRUS-1D were used to estimate the soil hydraulic parameters from 
laboratory multi-step outflow experiments, laboratory and field ponding infiltration 
experiments via numerical inversion. Appropriate models were selected based on the 
soil micromorphological study. Herbicide (chlorotoluronu) transport parameters were 
measured using a standard laboratory procedure and some of them were estimated using 
numerical inversion from to transient data obtained from laboratory ponding infiltration 
experiments. Resulting parameters were used to simulate the herbicide transport 
experimentally studied in the field. 
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What comes before upscaling? - Modeling transport and 
speciation in the rhizosphere with the new tool RhizoMath 
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ABSTRACT: 
Plants are one of the "principal performers" in the vadose zone as their activity induces 
or influences water flow and solute transport in the soil. The most striking feature of the 
rhizosphere is the formation of solute gradients extending from the root surface into the 
surrounding soil that occur as depletion and accumulation of solutes at the root surface, 
as well as gradients in the soil pH-value. The root uptake rate of a given nutrient is 
primarily a function of its concentration in the soil solution at the root surface that 
depends on the combined effects of many plant and soil processes and differs from the 
concentration in the bulk soil. Understanding the processes that occur in the vicinity of 
roots is also essential for modeling transport at larger scales. The RhizoMath (Szegedi 
et al, 2008) approach for modeling co-occurring processes in the rhizosphere, including 
speciation in the soil solution, is based on coupling the mathematical package 
MATLAB with the geochemical code PHREEQC (Parkhurst & Appelo, 1999). 
Different geochemical models (with and without charge balance) and geometries 
(planar and radial) are included and a built-in initialization module performs calibration 
against experimental data. RhizoMath was applied to describe a compartment system 
experiment involving a complex speciation with a special emphasis on the interactions 
of arsenate and phosphate with the soil substrate. RhizoMath is able to describe 
concentration gradients found in experiments (Vetterlein et al. 2007). However, a more 
sophisticated plant response mode still has to be included. 
 

REFERENCES 

Szegedi, K., Vetterlein, D., Nietfeld, H., Jahn, R. & Neue, H.-U. 2008. The New Tool RhizoMath for 
Modeling Coupled Transport and Speciation in the Rhizosphere, Vadose Zone Journal, Special Issue 
“Vadose Zone Modeling”. In press. DOI: 10.2136/vzj2007.0064. 

Parkhurst, D.L. & Appelo, C. A. J. 1999. User's guide to PHREEQC (version 2) - A computer program for 
speciation, batch-reaction, one-dimensional transport, and inverse geochemical calculations. USGS Water-
Resources Investigations Report 99-4259, Denver, Colorado. 

Vetterlein, D., Szegedi, K., Ackermann, J., Mattusch, J., Neue, H.-U., Tanneberg H. & Jahn, R. 2007. 
Competitive mobilisation of phosphate and arsenate associated with goethite by root activity. Journal of 
Environmental Quality 36, 1811-1820. 

101



102



Field data and modeling of salt transport in a coastal irrigated 
plain. 

 
 

F. SLAMA1,2, R. Bouhlila1 & J. Tarhouni3 
1  Laboratoire de Modélisation en Hydraulique et Environnement, Ecole Nationale d’Ingénieurs de Tunis, BP 37 Le 
Belvédère 1002, Tunis, Tunisia 
fairouz.slama@unine.ch  
2  Centre of Hydrogeology (CHY), University of Neuchâtel,. 11, rue Emile-Argand. CH – 2007, Neuchâtel, Switzerland 
3  Institut National Agronomique de Tunisie (INAT), 43, Avenue Charles Nicolle 1082 -Tunis- Mahrajène Tunisia 
 
 
 
 
 
ABSTRACT  
Groundwater and soil resources are being threatened by important degradation due to 
salinisation processes. This is truer in the case of regions lacking for water resources and 
characterized by arid and semi-arid climate with annual precipitation that does not exceed 
500 mm and with important evapotranspiration reaching annual value of 1100 mm. This 
situation, also aggravated by irrigation expansion, leads to overexploiting water 
resources. Earlier researches have been performed to study soil and groundwater 
salinisation processes. However, in most studies, the unsaturated zone is assimilated to 
the root zone not exceeding 2 meters. Moreover groundwater and soil are in most cases 
treated separately. In this study, we propose to model both groundwater and soil salinity 
in the purpose of understanding and predicting these processes. 
 Soil samples were taken from three drip irrigated plots in Korba coastal aquifer in 
Tunisia at two periods of the year: summer (after irrigation has ended) and winter 
seasons. Irrigation water comes from groundwater pumping and presents a high electrical 
conductivity reaching 9 mS/cm in summer. Experiment involved soil sampling of 
unsaturated zone reaching 15 m deep. Soil samples were used to determine vertical soil 
salinity profiles on extractions from saturated soil paste. Electrical conductivity and 
major ions were also determined for groundwater samples.  
 HYDRUS1D was used to carry out preliminary simulations of vertical soil salinity and 
impacts on groundwater salinisation. Simulations were first performed for a cycle 
corresponding to the irrigation season and second for some years.  
 Experimental data showed salt accumulation in the surface reaching 16 mS/cm. 
HYDRUS1D also simulated surface salinisation during the irrigation season. Impacts on 
groundwater quality are rather visible after some years of simulation  
 
Key words Irrigation, HYDRUS1D, salinity, evaporation; precipitation, unsaturated zone 
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Simulation of water dynamics in two irrigated soils 

 
Lúcia Barão, Pedro Chambel Leitão, Ramiro J.Neves, Maria Conceição Gonçalves, Tiago 
B. Ramos, Nádia Castanheira 
Department of Soil Science, Estação Agronómica Nacional, Oeiras, Portugal 

 
ABSTRACT: 
In this present work three models were used to simulate the water content distribution in 
the several soil horizons during seven years (2001-2007): Hydrus, RZWQM (Root Zone 
Water Quality Model) and MohidLand. The aim of the work is to show that different 
models with different modelling approaches reach the same results and that the 
comparisons with the data field also validate the results. 

The Hydrus and the MohidLand model used the van Genuchten parameters for the 
hydraulic curves, while in the RZWQM model the parameters used were the modified 
Brooks and Corey.  The main difference between Hydrus and MohidLand is the use of 
the finite elements instead of finite volumes, respectively. Potential evapotranspiration is 
calculated by the RZWQM model through the atmospheric data and was used as an input 
for Hydrus and MohidLand. To evaluate the partition between transpiration and 
evaporation during the simulation, the results of LAI (Leaf Area Index) from RZWQM 
previously validated with data fields, were also used. 

The simulations were done for two different soil types: Hortic Anthrosol and Eutric 
Fluviosol which have different hydraulic properties and textures, in order to observe the 
different behavior of water distribution in the soil. These soils are located in Alentejo- 
Portugal where irrigation has a very important contribution for the water management in 
agriculture.   
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