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Preface 
The first two HYDRUS workshops were held in Europe; in 2005 in Utrecht, the Netherlands, 
and in 2008 in Prague, the Czech Republic. Each workshop attracted more than 40 scientists 
from all over the world. About 20 contributions were presented at each workshop and assembled 
in the workshop proceedings (Torkzaban and Hassanizadeh, 2005; Šimůnek and Kodešová, 
2008). 

Since the first workshop the community of HYDRUS users has been continuously growing 
not only in the US and Europe, but also in Asia. HYDRUS codes have been downloaded over 
two thousand times in the past year alone and HYDRUS web pages are visited on average by 
about seven hundred individual visitors daily. Hundreds of research papers, in which HYDRUS 
codes have been used, have appeared in the peer-reviewed literature. Also two major releases of 
new versions of HYDRUS software packages have occurred. While the HYDRUS (2D/3D) 
software package was released in 2006 as a complete rewrite of HYDRUS-2D and its extensions 
for two- and three-dimensional geometries, version 4.0 of HYDRUS-1D was released in 2008. 
To give HYDRUS community in Asia an opportunity to meet and share their experience with 
HYDRUS codes and to learn about new features and developments in HYDRUS codes, The 
Third HYDRUS Workshop was organized by Soil Water (the official HYDRUS distributor in 
Japan) on June 28, 2008 at University of Tokyo, following a HYDRUS short course that was 
held during two previous days at Tokyo University of Agriculture and Technology.  

The purpose of the workshop was to bring together the users and developers of the HYDRUS 
software packages, to present the latest innovations in the model applications, and to discuss 
capabilities and limitations of HYDRUS. Over 60 scientists, graduate students, and practitioners 
from a number of Asian countries participated at this workshop. These proceedings contain the 
collection of papers presented at the workshop. This collective work includes contributions by 
users of the HYDRUS software packages ranging from the very fundamental to the most 
compelling and important applications. It also includes contributions by non-HYDRUS users, 
such as the user of GETFLOWS, an integrated numerical simulator. As evident from recent 
developments in coupling HYDRUS with other software packages (e.g., PHREEQC, 
UNSATCHEM, CW2D, and MODFLOW), we believe that frequent communications between 
HYDRUS and non-HYDRUS users are now essential for further improvements and progress in 
HYDRUS modeling. 
 
The editors: 
Hirotaka Saito 
Masaru Sakai 
Nobuo Toride 
Jirka Šimůnek 
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The Third HYDRUS Workshop, June 28, 2008, Tokyo University of Agriculture and Technology, 
Tokyo, Japan, ISBN 978-4-9901192-5-6, pp. 3-14, 2008. 
 



1 INTRODUCTION 
 

While the first HYDRUS workshop was held on October 19, 2005 at the Department of Earth 
Sciences of the Utrecht University in Utrecht, the Netherlands, the second HYDRUS workshop 
was organized on March 28, 2008 at the Faculty of Agrobiology, Food and Natural Re-
sources of the Czech University of Life Sciences, Prague, the Czech Republic. 22 and 18 
contributions were presented at these workshops, respectively, and assembled in the workshop 
proceedings (Torkzaban and Hassanizadeh, 2005; Šimůnek and Kodesova, 2008). Since the first 
HYDRUS workshop, two major releases of new versions of HYDRUS software packages has 
occurred. While the HYDRUS (2D/3D) (Šimůnek et al., 2006; Šejna and Šimůnek, 2007) soft-
ware package was released in 2006 as a complete rewrite of HYDRUS-2D (Šimůnek et al., 
1999) and its extensions for two- and three-dimensional geometries, version 4.0 of HYDRUS-
1D (Šimůnek et al., 2008a) was released in 2008. In the text below we summarize new features 
that were implemented in both software packages. We also briefly discuss other modeling de-
velopments related to HYDRUS family of models. 

2 HYDRUS (2D/3D) 
 

New Features and Developments in HYDRUS Software Packages 

J. Šimůnek 
Department of Environmental Sciences, University of California Riverside, Riverside, CA 92521, USA 

M. Šejna  
PC-Progress, s.r.o., Anglicka 28, Prague 120 00, Czech Republic 

H. Saito 
Department of Ecoregion Science, Tokyo University of Agriculture & Technology, Fuchu, Tokyo 183-
8509 Japan 

M. Th. van Genuchten  
U.S. Salinity Laboratory, USDA, ARS, Riverside, CA 92507, USA 

ABSTRACT: While the first HYDRUS workshop was held in 2005 at the Utrecht University in 
Utrecht, the Netherlands, the second HYDRUS workshop was organized in 2008 at the Czech 
University of Life Sciences, Prague, the Czech Republic. Two major developments related 
to HYDRUS software packages have occurred since the first workshop. The main development 
undoubtedly was the replacement of HYDRUS-2D with HYDRUS (2D/3D) in 2006. The 
HYDRUS (2D/3D) software package is an extension and replacement of HYDRUS-2D and 
SWMS_3D. This software package is a complete rewrite of HYDRUS-2D and its extensions for 
two- and three-dimensional geometries. The second major development was the release of the 
new version (4.0) of HYDRUS-1D in 2008. This version allows consideration of coupled 
movement of water, vapor, and energy, and offers extended options for simulating 
nonequilibrium or preferential water flow using dual-porosity and dual-permeability 
approaches, and solute nonequilibrium transport. In addition to many new features, GUIs of 
HYDRUS-1D and HYDRUS (2D/3D) support also the biogeochemical flow and transport 
model HP1 and the constructed wetland module CW2D, respectively. Both software packages 
represent major upgrades of previous versions, with many new processes considered and with 
significantly improved graphical user interfaces and more detailed online helps. Additionally, 
HYDRUS-1D was significantly simplified and incorporated as the HYDRUS package into the 
groundwater flow model MODFLOW.  

 
 



The HYDRUS (2D/3D) software package (Šimůnek et al., 2006; Šejna and Šimůnek, 2007) 
(Figure 1) is an extension and replacement of HYDRUS-2D (version 2.0) (Šimůnek et al., 1999) 
and SWMS_3D (Šimůnek et al., 1995). This software package is a complete rewrite of HY-
DRUS-2D and its extensions for two- and three-dimensional geometries. 

2.1 New features and processes in computational modules 
In addition to features and processes available in HYDRUS-2D and SWMS_3D, the new com-
putational modules of HYDRUS (2D/3D) consider (a) water flow and solute transport in a dual-
porosity system, thus allowing for preferential flow in fractures or macropores while storing wa-
ter in the matrix (Šimůnek et al., 2003), (b) root water uptake with compensation, (c) the spatial 
root distribution functions of Vrugt et al. (2001ab), (d) the soil hydraulic property models of 
Kosugi (1996) and Durner (1994), (e) the transport of viruses, colloids, and/or bacteria using an 
attachment/detachment model, filtration theory, and blocking functions (e.g., Bradford et al., 
2002), (f) a constructed wetland module (only in 2D) (Langergraber and Šimůnek, 2005, 2006), 
(g) the hysteresis model of Lenhard et al. (1991) to eliminate pumping by keeping track of his-
torical reversal points, (h) new print management options, (i) dynamic, system-dependent 
boundary conditions, (j) flowing particles in two-dimensional applications, and (k) calculations 
of actual and cumulative fluxes across internal meshlines. 

2.2 Wetland module 
A multi-component reactive transport model CW2D (Constructed Wetlands 2D) (Langergraber 
and Šimůnek 2005, 2006) was developed to model the biochemical transformation and degrada-
tion processes in subsurface-flow constructed wetlands. The model was incorporated into the 
HYDRUS (2D/3D) variably-saturated water flow and solute transport software package. Con-
structed wetlands have become increasingly popular for removing organic matter, nutrients, 
trace elements, pathogens, or other pollutants from wastewater and/or runoff water. Such wet-
lands involve a complex mixture of water, substrate, plants, litter, and a variety of microorgan-
isms to provide optimal conditions for improving water quality. The water flow regime in sub-
surface-flow constructed wetlands can be highly dynamic and requires the use of transient 
variably-saturated flow model. The biochemical components defined in CW2D include dis-
solved oxygen, three fractions of organic matter (readily- and slowly-biodegradable, and inert), 
four nitrogen compounds (ammonium, nitrite, nitrate, and dinitrogen), inorganic phosphorus, 
and heterotrophic and autotrophic micro-organisms. Organic nitrogen and organic phosphorus 
were modeled as part of the organic matter. The biochemical degradation and transformation 
processes were based on Monod-type rate expressions, such as for NO3-based growth of hetero-
trophs on readily biodegradable COD (denitrification):  
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We refer to Langergraber and Šimůnek (2005, 2006) for a detailed discussion of the terms in 
(1). All process rates and diffusion coefficients were assumed to be temperature dependent. Het-
erotrophic bacteria were assumed to be responsible for hydrolysis, mineralization of organic 
matter (aerobic growth) and denitrification (anoxic growth), while autotrophic bacteria were as-
sumed to be responsible for nitrification, which was modeled as a two-step process. Lysis was 
considered to be the sum of all decay and sink processes. Langergraber and Šimůnek (2005, 
2006) demonstrated the model for one- and two-stage subsurface vertical flow constructed wet-
lands (Fig. 1). Model simulations of water flow, tracer transport, and selected biochemical com-
pounds were compared against experimental observations. 
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Figure 1. Simulated steady-state distribution of heterotrophic organisms XH (Langergraber and 
Šimůnek, 2005).  

2.3 Spatial Root Distribution Functions 
Following two- and three-dimensional root distribution functions are implemented into HY-
DRUS (Vrught et al., 2001ab): 
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where Xm, Ym, and Zm are the maximum rooting lengths in the x-, y-, and z- directions 
[L], respectively; x, y, and z are distances from the origin of the tree in the x-, y-, and z- 
directions [L], respectively; px [-], py [-], pz [-], x* [L], y* [L], and z* [L] are empirical 
parameters, and b(x,z) and b(x,y,z) denote two- and three-dimensional spatial distribu-
tion of the potential root water uptake [-]. Vrugt et al. (2001ab) showed that the root wa-
ter uptake in (2) and (3) is extremely flexible and allows spatial variations of water up-
take as influenced by non-uniform water application (e.g. drip irrigation) and root length 
density patterns. See Vrugt et al. (2001ab) for different configurations of normalized 
spatial distribution of potential root water uptake. 

2.4 New features in the graphical user interface 
New features of the Graphical User Interface of HYDRUS (2D/3D) include, among other things, 
(a) a completely new GUI based on Hi-End 3D graphics libraries, (b) the MDI (multi document 
interface) architecture with multiple projects and multiple views, (c) a new organization of geo-
metric objects, (d) a navigator window with an object explorer, (e) many new functions improv-
ing the user-friendliness, such as drag-and-drop and context sensitive pop-up menus, (f) im-
proved interactive tools for graphical input, (g) options to save cross-sections and mesh-lines for 
charts within a given project, (h) a new display options dialog where all colors, line styles, fonts 
and other parameters of graphical objects can be customized, (i) extended print options, (j) ex-
tended information in the Project Manager (including project previews), and (k) an option to ex-
port input data for the parallelized PARSWMS code (Hardelauf et al., 2007). 



 
 
Figure 2. Main window of the HYDRUS (2D/3D) software package. Input and output data are accessible 
using the data tree at the Navigator Bar on the left. The computational domain with its finite element dis-
cretization, various domain properties, initial and boundary conditions, and results are displayed in one or 
multiple View Windows in the middle. Various tools for manipulating data in the View Window are 
available on the Edit Bar on the right. The tabs in the View Window allow for fast access to different 
types of data (Šimůnek et al., 2008b). 

2.5 Website and documentation 
The HYDRUS web site hosts a discussion forum for HYDRUS (2D/3D) (as well as other re-
lated programs) where users, after registering, can submit questions about the different software 
packages and how to use them for their particular applications. Users there can also discuss 
various topics related to modeling, or respond to questions posted by other users. The large 
number of users of these discussion forums has made the forums nearly self-supporting in terms 
of software support and feedback.  

The HYDRUS website also provides tutorials (Figure 3), including brief downloadable vid-
eos in which these tutorials are carried out step by step, thus allowing software users to teach 
themselves interactively about the basic components of the software, including the process of 
data entry and display of calculated results.  

We have also dramatically extended the documentation for HYDRUS (2D/3D). The installa-
tion of the latest HYDRUS (2D/3D) is accompanied with 240 pages of information in the tech-
nical manual, 200 pages of user manual, and over thousand pages of online context-sensitive 
help. The software package furthermore comes with a suite of test problems, some of which are 
described in detail in the technical manual.  

Since previously published studies in which the program has been used can be a major source 
of information for new users, we are continuously updating the list of such publications at 
http://www.pc-progress.cz/Pg_Hydrus_References.htm for HYDRUS-2D (or 2D/3D) and its 
predecessors. Similar information is collected for HYDRUS-1D and related software packages 
at http://www.pc-progress.cz/Pg_Hydrus1D_References.htm. 

 



 
 
Figure 3. HYDRUS web page with HYDRUS tutorials and brief downloadable videos, demonstrating 
step by step the use of the software package. 

3 HYDRUS-1D 

New features in version 4.0 of HYDRUS-1D (Šimůnek et al., 2008a) as compared to version 3.0 
(Šimůnek et al., 2005) include a) coupled water, vapor, and energy transport, b) dual-
permeability type water flow and solute transport, c) dual-porosity water flow and solute trans-
port, with solute transport subjected to two-site sorption in the mobile zone, d) option to calcu-
late potential evapotranspiration the Penman-Monteith combination equation or with Hargreaves 
equation, e) daily variations in the evaporation, transpiration, and precipitation rates, and f) sup-
port for the HP1 code, which was obtained by coupling HYDRUS with the PHREEQC bio-
gechemical code (Parkhurst and Appelo, 1999). Selected new features are briefly discussed be-
low. 

3.1 Coupled water, vapor, and energy transport 
Version 3.0 of HYDRUS-1D numerically solved the Richards equation that considered only wa-
ter flow in the liquid phase and ignored the effects of the vapor phase on the overall water mass 
balance. While this assumption is justified for the majority of applications, a number of prob-
lems exist in which the effect of vapor flow can not be neglected. Vapor movement is often an 
important part of the total water flux when the soil moisture becomes relatively low. Version 4.0 
of HYDRUS-1D offers an option to simulate nonisothermal liquid and vapor flow, closely cou-
pled with the heat transport (Saito et al., 2006): 
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In eq. (4), θ = total volumetric water content, being the sum (θ=θl +θv) of the volumetric liquid 
water content, θl, and the volumetric water vapor content, θv (both expressed as an equivalent 
water content), h = pressure head [L], T = temperature [K], K = isothermal hydraulic conductiv-
ity for the liquid phase [LT-1], KLT = thermal hydraulic conductivity for the liquid phase [L2K-1T-

1], Kvh = isothermal vapor hydraulic conductivity [LT-1], KvT = thermal vapor hydraulic conduc-
tivity [L2K-1T-1], and S = sink term representing root water uptake [T-1]. Overall water flow in 
(4) is given as the sum of isothermal liquid flow, isothermal vapor flow, gravitational liquid 
flow, thermal liquid flow, and thermal vapor flow. Since several terms of (4) are a function of 
temperature, this equation should be solved simultaneously with the heat transport equation (5) 
to properly account for temporal and spatial changes in soil temperature.  

In eq. (5), λ = apparent thermal conductivity of the soil [MLT-3K-1] (e.g. Wm-1K-1); C(θ) and Cw = 
volumetric heat capacities [ML-1T-2K-1] (e.g. Jm-3K-1) of the porous medium and the liquid phase, re-
spectively, q = fluid flux density [LT-1], L0 = volumetric latent heat of vaporization of liquid water 
[ML-1T-2] (e.g., Jm-3), and qv = vapor flux density [LT-1]. In equation (5), the total heat flux den-
sity is defined as the sum of the conduction of sensible heat as described by Fourier’s law (the 
first term on the right side), sensible heat by convection of liquid water (the second term) and 
water vapor (the third term), and of latent heat by vapor flow (the forth term). 

3.2 Physical and chemical nonequilibrium models 

3.2.1 Physical nonequilibrium models 
Version 4.0 of HYDRUS-1D implements several physical nonequilibrium water flow and solute 
transport models. While mathematical description of these models is given in detail in Šimůnek 
et al. (2008c) or the HYDRUS-1D manual, here we will present only the conceptual description. 
A hierarchical set of physical nonequilibrium flow and transport models can be derived from the 
Uniform Flow Model (Figures 4a). The equilibrium flow and transport model can be modified 
by assuming that the soil particles or aggregates have their own micro-porosity and that water 
present in these micropores is immobile (the Mobile-Immobile Water Model in Figure 4b). 
While the water content in the micropore domain is constant in time, dissolved solutes can move 
into and out of this immobile domain by molecular diffusion. This simple modification leads to 
physical nonequilibrium solute transport while still maintaining uniform water flow.  

 The mobile-immobile water model can be further expanded by assuming that both water and 
solute can move into and out of the immobile domain (Šimůnek et al., 2003), leading to the 
Dual-Porosity Model in Figure 4c. While the water content inside of the soil particles or aggre-
gates is assumed to be constant in the Mobile-Immobile Water Model, it can vary in the Dual-
Porosity Model since the immobile domain is now allowed to dry out or rewet during drying 
and wetting processes. Water flow into and out of the immobile zone is usually described using 
a first-order rate process. Solute can move into the immobile domain of the Dual-Porosity 
Model by both molecular diffusion and advection with flowing (exchanging) water. Since water 
can move from the main pore system into the soil aggregates and vice-versa, but not directly be-
tween the aggregates themselves, water in the aggregates can be considered immobile from a 
larger scale point of view. 

 The limitation of water not being allowed to move directly between aggregates is overcome 
in Dual-Permeability Models (e.g., Gerke and van Genuchten, 1993). Water and solutes in such 
models move also directly between soil aggregates as shown in Figure 4d. Dual-Permeability 
Models assume that the porous medium consists of two overlapping pore domains, with water 
flowing relatively fast in one domain (often called the macropore, fracture, or inter-porosity do-
main) when close to full saturation, and slow in the other domain (often referred to as the mi-



cropore, matrix, or intra-porosity domain). Like the Dual-Porosity Model, the Dual-Permeability 
Model allows the transfer of both water and solutes between the two pore regions. 
 Finally, the Dual-Permeability Model can be further refined by assuming that inside of the 
matrix domain an additional immobile region exists into which solute can move by molecular 
diffusion (the Dual-Permeability Model with MIM in Figure 4e) (Pot at al., 2005; Šimůnek et 
al., 2008c). 
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Figure 4. Conceptual physical nonequilibrium models for water flow and solute transport. In the plots, θ 
is the water content, θmo and θim in (b) and (c) are water contents in the mobile and immobile flow re-
gions, respectively; θM and θF in (d) are water contents in the matrix and macropore (fracture) regions, re-
spectively, and θM,mo, θM,im, and θF in (e) are water contents in the mobile and immobile flow regions of 
the matrix domain, and in the macropore (fracture) domain, respectively; c are concentrations in corre-
sponding regions, with subscripts having the same meaning as for water contents, while S is the total sol-
ute content of the liquid phase (Šimůnek et al., 2008c). 

3.2.2 Chemical nonequilibrium models 
Chemical nonequilibrium models implemented into HYDRUS-1D are schematically shown in 
Figure 5. The simplest chemical nonequilibrium model assumes that sorption is a kinetic process 
(the One Kinetic Site Model in Figure 5a), usually described by means of a first-order rate equa-
tion. The one-site kinetic model can be expanded into a Two-Site Sorption model by assuming 
that the sorption sites can be divided into two fractions. The simplest two-site sorption model 
arises when sorption on one fraction of the sorption sites is assumed to be instantaneous, while 
kinetic sorption occurs on the second fraction (Two-Site Model in Figure 5b). This model can be 
further expanded by assuming that sorption on both fractions is kinetic and proceeds at different 
rates (the Two Kinetic Sites Model in Figure 5c). The Two Kinetic Sites Model reduces to the 
Two-Site Model when one rate is so high that it can be considered instantaneous, to the One Ki-
netic Site Model when both rates are the same, or to the chemical equilibrium model when both 
rates are so high that they can be considered instantaneous.  
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Figure 5. Conceptual chemical nonequilibrium models for reactive solute transport. In the plots, θ is the 
water content, θmo and θim in (d) are water contents of the mobile and immobile flow regions, respec-
tively; θM and θF in (e) are water contents of the matrix and macropore (fracture) regions, respectively; c 
are concentrations of the corresponding regions, se are sorbed concentrations in equilibrium with the liq-
uid concentrations of the corresponding regions, and sk are kinetically sorbed solute concentrations of the 
corresponding regions (Šimůnek et al., 2008c). 



3.2.3 Physical and chemical nonequilibrium models 
The combined physical and chemical nonequilibrium approach may be simulated with HY-
DRUS-1D using the Dual-Porosity Model with One Kinetic Site (Figure 5d). This model con-
siders water flow and solute transport in a dual-porosity system (or a medium with mobile-
immobile water), while assuming that sorption in the immobile zone is instantaneous. However, 
following the two-site kinetic sorption concept, the sorption sites in contact with the mobile 
zone are now divided into two fractions, subject to either instantaneous or kinetic sorption. 
Since the residence time of solutes in the immobile domain is relatively large, equilibrium likely 
exists between the solution and the sorption complex here, in which case there is no need to 
consider kinetic sorption in the immobile domain. The model, on the other hand, assumes the 
presence of kinetic sorption sites in contact with the mobile zone since water can move rela-
tively fast in the macropore domain and thus prevent chemical equilibrium (Šimůnek et al., 
2008c). 

Finally, chemical nonequilibrium can also be combined with the Dual-Permeability Model. 
This last nonequilibrium option implemented into HYDRUS-1D (the Dual-Permeability Model 
with Two-Site Sorption in Figure 5e) assumes that equilibrium and kinetic sites exist in both the 
macropore (fracture) and micropore (matrix) domains. Applications of this transport model that 
considers simultaneously both physical and chemical nonequilibrium has recently been pre-
sented by Pot et al., (2005), Köhne et al. (2006), and Kodešová et al. (2008). 

3.3 Calculation of potential evapotranspiration  
Potential evapotranspiration may be calculated in HYDRUS-1D using either the FAO recom-
mended Penman-Monteith combination equation for evapotranspiration (ET0) (FAO, 1990) or 
the Hargreaves equation (Jensen et al., 1997). With the Penman-Monteith approach, ET0 is de-
termined using a combination equation that combines the radiation and aerodynamic terms as 
follows [FAO, 1990]: 

 
 (6) 

 
where ET0 is the evapotranspiration rate [mm d-1], ETrad is the radiation term [mm d-1], ETaero is the 
aerodynamic term [mm d-1], λ is the latent heat of vaporization [MJ kg-1], Rn is net radiation at 
surface [MJ m-2d-1], G is the soil heat flux [MJ m-2d-1], ρ is the atmospheric density [kg m-3], cp is 
the specific heat of moist air [i.e., 1.013 kJ kg-1 oC-1], (ea-ed) is the vapor pressure deficit [kPa], ea is 
the saturation vapor pressure at temperature T [kPa], ed is the actual vapor pressure [kPa], rc is the 
crop canopy resistance [s m-1], and ra is the aerodynamic resistance [s m-1].  

The potential evapotranspiration can also be evaluated using the much simpler Hargreaves 
formula (e.g., Jensen et al., 1997): 

 (7) 

where Ra is extraterrestrial radiation in the same units as ETp [e.g., mm d-1 or J m-2s-1], Tm is the 
daily mean air temperature, computed as an average of the maximum and minimum air tempera-
tures [oC], TR is the temperature range between the mean daily maximum and minimum air tem-
peratures [oC].  

3.4 Daily variations in the evaporation, transpiration, and precipitation rates  
Variations in potential evaporation and transpiration during the day can be generated with HY-
DRUS-1D using the assumptions that hourly values between 0-6 a.m. and 18-24 p.m. represent 
1% of the total daily value and that a sinusoidal shape is followed during the rest of the day 
(Fayer, 2000), i.e., 

 
 (8) 
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where pT  is the daily value of potential transpiration (or evaporation). Similarly, variation of 
precipitation can be approximated using a cosine function as follows: 

 

 (9) 

 
where P  is the average precipitation rate of duration Δt. 

3.5 GUI support for the HP1 code  
Graphical User Interface of HYDRUS-1D provides a support for the biogeochemical transport 
code HP1. This is a complex modeling tool that was recently developed by coupling HYDRUS-
1D with the PHREEQC geochemical code (Parkhurst and Appelo, 1999). This coupling resulted 
in a new comprehensive simulation tool, HP1 (acronym for HYDRUS1D-PHREEQC) (Jacques 
and Šimůnek, 2005; Jacques et al., 2006, 2008ab). The combined code contains modules simu-
lating (1) transient water flow in variably-saturated media, (2) the transport of multiple compo-
nents, (3) mixed equilibrium/kinetic biogeochemical reactions, and (4) heat transport. HP1 is a 
significant expansion of the individual HYDRUS-1D and PHREEQC programs by combining 
and preserving most of their original features and capabilities into a single numerical model. The 
code still uses the Richards equation for variably-saturated flow and advection-dispersion type 
equations for heat and solute transport. However, the program can now simulate also a broad 
range of low-temperature biogeochemical reactions in water, the vadose zone and in ground wa-
ter systems, including interactions with minerals, gases, exchangers, and sorption surfaces, 
based on thermodynamic equilibrium, kinetics, or mixed equilibrium-kinetic reactions. 

Jacques and Šimůnek (2005), (Šimůnek et al., 2006b), and Jacques et al. (2008a,b) demon-
strated the versatility of HP1 on several examples such as a) the transport of heavy metals (Zn2+, 
Pb2+, and Cd2+) subject to multiple cation exchange reactions, b) transport with mineral dissolu-
tion of amorphous SiO2 and gibbsite (Al(OH)3), c) heavy metal transport in a medium with a 
pH-dependent cation exchange complex, d) infiltration of a hyperalkaline solution in a clay 
sample (this example considers kinetic precipitation-dissolution of kaolinite, illite, quartz, cal-
cite, dolomite, gypsum, hydrotalcite, and sepiolite), e) long-term transient flow and transport of 
major cations (Na+, K+, Ca2+, and Mg2+) and heavy metals (Cd2+, Zn2+, and Pb2+) in a soil pro-
file, f) cadmium leaching in acid sandy soils, g) radionuclide transport (U and its aqueous com-
plexes), and h) the fate and subsurface transport of explosives (TNT and its daughter products 
2ADNT, 4ADNT, and TAT). 

4 HYDRUS PACKAGE FOR MODFLOW 

Although computer power has increased tremendously during the last few decades, large scale 
three-dimensional applications evaluating water flow in the vadose zone are often still prohibi-
tively expensive in terms of computational resources. To overcome this problem, Seo et al. 
(2007) developed a computationally efficient one-dimensional unsaturated flow HYDRUS 
package and linked it to the three-dimensional modular finite-difference ground water model 
MODFLOW-2000 (Harbaugh et al. 2000). The HYDRUS unsaturated flow package used HY-
DRUS-1D to simulate one-dimensional vertical variably-saturated flow. MODLOW zone arrays 
were used to define the cells to which the HYDRUS package was applied. MODFLOW used the 
time-averaged flux from the bottom of the unsaturated zone as recharge, and calculated a water 
table depth which was then used as a pressure head bottom boundary for HYDRUS. Twarakavi 
et al. (2008) provided a comparison of the HYDRUS package to other MODFLOW packages 
that evaluate processes in the vadose zone and presented a field application demonstrating the 
functionality of the package. 

2P( ) 1 cos tt P
t

π π⎡ ⎤⎛ ⎞= + −⎜ ⎟⎢ ⎥Δ⎝ ⎠⎣ ⎦



  

 
 

Water table 

 

 

 

 

 

 

Zone 1 Zone 2

MODFLOW  
Sub-model 

 

Solve for bottom fluxes in 
each profile using the 

atmospheric data and 1D 
Richards Equation 

Bottom fluxes as recharge at 
the water table for the next 
MODFLOW time step 

HYDRUS 
Sub-modelAverage water  

table depths

 
Figure 6.  Schematic description of the coupling procedure for water flow in HYDRUS package for 
MODFLOW. 

5 CONCLUSSIONS 

Over the last 15 years the close collaboration between the University of California Riverside, 
and the U.S. Salinity Laboratory, and more recently with PC-Progress in Prague, Czech Repub-
lic, and SCK•CEN, Mol, Belgium, resulted in the development of a large number of computer 
tools that are currently being used worldwide for a variety of applications involving the vadose 
zone. The need for codes such as HYDRUS is reflected by the frequency of downloading from 
the HYDRUS web site. For example, HYDRUS-1D was downloaded more than 200 times in 
March of 2007 by users from 30 different countries, and over one thousand times in 2006. The 
HYDRUS web site receives on average some 700 individual visitors each day. We hope that the 
HYDRUS family of models will remain as popular in the future as it is now. 
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1 INTRODUCTION 
In soil, some water remains unfrozen at subzero temperatures and the amount of unfrozen water 
decreases with the temperature. The relationship between the amount of unfrozen water, θl, and 
temperature, T, is called the soil freezing curve (SFC). Understanding how unfrozen water flows 
through frozen ground is important in investigations of water and solute redistribution (Baker & 
Spaans, 1997), soil microbial activity (Watanabe & Ito, 2008), mechanical stability and frost 
heaving (Wettlaufer & Worster, 2006), waste disposal (McCauley et al., 2002), and climate 
change in permafrost areas (Lopez, 2007). To simulate the unfrozen water flow in unsaturated 
frozen soils, it is necessary to know not only how to express the hydraulic and thermal conduc-
tivities of the frozen soil but also how to determine its soil retention curve (soil water character-
istics SWC; relationship between θl and the pressure head, h) and the SFC. 

Williams (1964) and Koopmans & Miller (1966) measured the SFC and SWC of the same 
soils under freezing and drying processes and found a unique relationship between the negative 
temperature at which a given unfrozen water content occurs and the suction, corresponding to a 
similar moisture content at room temperature. Harlan (1973) derived the SFC from SWC using 
this relationship and analyzed the coupled heat and water flow in partially frozen soil numeri-
cally. In the Harlan’s simulation, the unsaturated hydraulic conductivity of soil at room tempera-
ture was also applied to that of frozen soil, assuming the same pore water geometry for frozen 
and unfrozen soils. However, numerical simulations have suggested that this assumption overes-
timates water flow near the freezing front (Harlan, 1973; Taylor & Luthin, 1974; Jame & 
Norum, 1980). When the soil is frozen, the presence of ice in some pores may block water flow. 
To account for this blocking, several impedance factors have been introduced (e.g., Jame & 
Norum, 1980; Lundin, 1990; Smirnova et al., 2000). However, Black & Hardenberg (1991) 
criticized the use of an impedance factor, stating that it is a potent and wholly arbitrary correc-
tion function for determining the hydraulic conductivity of frozen soils. Newman & Wilson 
(1997) also concluded that an impedance factor is unnecessary when an accurate SWC and the 
relationship between hydraulic conductivity and water pressure are defined. 

Water and heat flow in a directionally frozen silty soil  

K. Watanabe 
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ABSTRACT: Directional freezing experiments on silty soil were carried out. The water and 
heat flows were calculated using the modified version of the HYDRUS-1D code, which in-
cludes a soil freezing model. In this model, the liquid water pressure at subzero temperatures 
was determined using temperatures, and the liquid (unfrozen) water content was estimated from 
soil water characteristic (retention curve) at room temperature. Unfrozen water content profiles 
can be simulated when proper temperature profiles are calculated. The model can also simulate 
water flow from the unfrozen region to the freezing front and the moisture profile in the unfro-
zen region. The calculated ice content roughly agreed with the column experiment when an im-
pedance factor for the hydraulic conductivity was adjusted. However, water flow in the frozen 
region was not obtained since the impedance factor reduced the hydraulic conductivity too 
much. Better estimation of the hydraulic conductivity of frozen soils will be needed in future. 



Harlan’s concept and the impedance factor have been improved in several numerical studies 
(e.g., Flerchinger & Saxton, 1989; Zhao et al., 1997; Stähli et al., 1999). Hansson et al. (2004) 
also included these models in the HYDRUS-1D code and analyzed both laboratory and field 
soil-freezing experiments. In this study, we performed a laboratory directional freezing experi-
ment of unsaturated silty soil and simulated movement of water and heat in the soil using the 
modified HYDRUS-1D code to verify the models with the impedance factor and to estimate the 
thermal and hydraulic conductivity of the frozen soil. 

2 SOIL FREEZING MODEL  

2.1 Water and heat flow equations 

Assuming that vapor and ice flows are negligible, variably saturated water flow in above-
freezing and subzero soil is described using a modified Richards’ equation as follows (e.g., No-
borio et al., 1996; Hansson et al., 2004):. 
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where θi is the volumetric ice content, t is time, z is the spatial coordinate, ρi is the density of ice, 
and Kh and KT are the hydraulic conductivities of the flow due to a pressure head gradient and 
due to a temperature gradient, respectively. When ice is formed in soil pores, it releases latent 
heat, Lf, and the heat transport is described as follows: 
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where Cp and Cl are the volumetric heat capacity of the soil particles and liquid water, respec-
tively, λ is the thermal conductivity, and ql is the liquid water flux. The left-hand side of equa-
tion (2) can be rewritten using the apparent volumetric heat capacity, Ca. 
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Equations (1) and (2) are a tightly coupled duet due to their mutual dependence ofn the water con-
tent, pressure head, and temperature, and can be solved when the SWC and SFC are available. 

2.2 Soil water pressure in a frozen soil 
When ice and liquid water coexist, a state equation of phase equilibrium, known as a generalized 
form of the Clausius-Clapeyron equation (GCCE), arises. 
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where Pl and Pi are the liquid water and ice pressures, and vl and vi are the specific volumes of 
liquid water and ice, respectively. Assuming that GCCE is also valid in frozen soil with Pl = ρgh 
and Pi = 0, the matric potential of unfrozen water in frozen soil at an equilibrium state can be es-
timated from the temperature: 
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where Tm is the freezing temperature of bulk water in Kelvin. 
When the soil pores illustrated in Figure 1a are filled with solute-free water and cooled below 

0°C, water near the centers of the pores freezes easily, whereas water near the soil particles and 
at the corners among particles tends to remain in a liquid state due to the decrease in free energy 
resulting from surface and capillary forces. Further lowering of the temperature induces more 
ice formation, resulting in a decrease in the unfrozen water thickness with decreasing tempera-



ture. Williams (1964) and Koopmans & Miller (1966) regarded unfrozen water in freezing soil 
as having the same geometry as water in drying unsaturated soils (Fig. 1b), and assumed the 
same pressure difference between unfrozen water-ice interfaces and water-air interfaces. Under 
these assumptions, frozen soil at an h corresponding to the T from equation (5) contains the 
same amount of liquid water as unfrozen unsaturated soil at h; that is the SFC can be estimated 
from the SWC. Furthermore, the slope of the SFC appearing in equation (3) is derived from the 
slope of SWC through GCCE: 

fl l l

w

gLd d ddh
dT dh dT v T dh

ρθ θ θ
= =  (6) 
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Fig. 1  Schematic illustration of liquid water geometry in soil pores: (a) freezing with the ice-liquid water 
interface in a saturated soil; (b) drying with the air-liquid water interface under room temperature. 

2.3 Hydraulic and thermal properties 

The water retention curve (SWC) and hydraulic conductivity, Kh, of unsaturated soil at room 
temperature are sometimes expressed using a formula proposed by Mualem (1976) and van 
Genuchten (1980): 

( )( ) 1
mnr

e
s r

hS hθ θ
α

θ θ

−−
= = +

−
 (7) 

( )
2

1/1 1
ml m

h s e eK K S S⎡ ⎤= − −⎢ ⎥⎣ ⎦
 (8) 

where Se is the effective saturation, θs and θr are the saturated and residual water content, respec-
tively, Ks is the saturated hydraulic conductivity, and α, n, m, and l are empirical parameters. 
The soil water pressure at –1°C is estimated as –12,500 cm from equation (5), indicating that a 
SWC model that can express a relatively low pressure region is preferable for simulating frozen 
soil. For this purpose, in this study, we use the following equation, derived by Durner (1994), 
which combines two van Genuchten equations (7) using a weighting factor w: 
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 (10) 

The hydraulic conductivity KT for liquid water flow due to a temperature gradient is defined as 
(e.g., Hansson et al., 2004): 

0

1
lT lh

dK K hG
dT
γ

γ
⎛ ⎞

= ⎜ ⎟
⎝ ⎠

 (11) 



where G is the enhanced factor, γ is the surface tension, and γ0 is the tension at 25°C. If we as-
sume the same liquid water geometry as shown in Figure 1, it is thought that the decrease in hy-
draulic conductivity of frozen soil with decreasing unfrozen water is also estimated by equation 
(8). However, several studies have reported that the use of the unsaturated hydraulic conductiv-
ity for unfrozen soil for frozen soil overestimates the water flow in frozen soil (e.g., Jame & 
Norum, 1980; Lundin, 1990). Therefore, in this study, we invoke a modification of equation (8) 
using an impedance factor, Ω: 

/10 i
fh hK Kθ φ−Ω=  (12) 

where φ is the porosity and θi/φT is the degree of ice saturation of the soil. 
The soil heat capacity, Cp, can be estimated by summing the heat capacity, C, multiplied by 

the volumetric fraction, θ, of each soil element. With subscripts n, o, a , l, and i, for soil parti-
cles, soil organic matter, air, liquid water, and ice, respectively, and assuming that unfrozen wa-
ter has the same heat capacity as liquid water at room temperature: 

p n n o o a air l l i iC C C C C Cθ θ θ θ θ= + + + +  (13) 

Campbell (1985) introduced the relationship between the amount of liquid water and the thermal 
conductivity of soils, and Hansson et al. (2004) expanded this model to frozen soils by using the 
ice fraction parameter, F, 

( ) ( ){ }5

1 2 1 4 3( )exp
C

i iC C F C C C Fλ θ θ θ θ⎡ ⎤= + + − − − +⎣ ⎦  (14) 

2
11 F

iF Fθ= +  (15) 

where C1…5, F1, and F2 are empirical parameters.  
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Fig. 2  Soil water characteristics of Fujinomori silt. 

3 COLUMN FREEZING EXPERIMENT 

3.1 Material and Methods 

The samples used in this study consisted of Fujinomori silt, which is highly susceptible to frost 
and retains much liquid water, even when T < –1°C. Figure 2 shows the SWC measured using 
several physical methods. Silt was mixed with water at θ = 0.4 and packed at a bulk density of 
1.18 into an acrylic column with an internal diameter of 7.8 cm and a height of 35 cm. Fifteen 
copper–constantan thermocouples and seven time domain reflectometry (TDR) probes were in-
serted into each column, and the side wall of the column was insulated. The TDR probes were 
initially calibrated for the measured unfrozen water content by comparison with a pulsed nuclear 
magnetic resonance (NMR) measurement. The column was allowed to settle at an ambient tem-
perature of 2°C for 24 h to establish the initial water and temperature profiles and was then fro-
zen from the upper end by controlling the temperature at both ends of the column (TL = –8°C 



and TH = 2°C). During the experiment, no water flux was allowed from either end, and the pro-
files of temperature and water content were monitored using the thermocouples and TDR 
probes. A series of experiments with different durations of freezing was then performed for each 
freezing condition. At the end of the experimental series, the sample was cut into 2.5-cm sec-
tions to measure the total water content using the dry-oven method. The thermocouple and TDR 
readings confirmed that each column had the same temperature and water profiles during the se-
ries of experiments. 
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Fig 3.  (a) Temperature and (b) moisture profiles measured in the frozen silt column (0, 6, 28, 50 h after 
freezing started).  The solid line and dashed line in moisture profiles represent total water and unfrozen 
water contents, respectively. 
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Fig. 4  (a) Soil freezing curve observed during the freezing experiment and measured by pulsed NMR 
methods under thermal equilibrium condition.  (b) Soil water characteristics of Fujinomori silt estimated 
from (a). 

3.2 Experimental results  

Figure 3a shows the temperature profile of the freezing silt. When both ends of the column were 
set at different temperatures, the soil near the column ends reached the required temperatures 
quickly. The 0°C isotherm advanced at 1.57, 0.34, and 0.16 cm h-1 for 0–6, 6–24, and 24–48 h, 
respectively, and lowering of the freezing point by approximately 0.5°C was observed. The 
changes in the temperature profiles were smaller than expected from the thermal conductivity, 
implying heat flow from the side wall that prevented soil freezing. Although complete insulation 
was difficult in the laboratory experiment, the differences in the temperature and the location of 
the freezing front in soils at the center and near the wall of the column can be estimated within 
0.5°C and to less than 1 cm, so we still regard it as directional freezing. 

Figure 3b presents water profiles in silt at the same freezing times as shown in Figure 3a. The 
solid line indicates total water content, θT, measured using the dry-oven method, and the dashed 
line indicates the unfrozen water content, θl, measured using TDR. The ice content, θi, was ob-
tained by subtracting the unfrozen water from the total water content. The silt had a relatively 



vertical initial θl = θT profile, having similar θl values for h < 100 cm (Fig. 2). An increase in θT, 
decrease in θl in the frozen area, and decrease in θl in the unfrozen area with the advancing 
freezing front were observed, implying that the soil water flowed not only through the unfrozen 
area but also through the frozen area.  

Figure 4a shows the amount of unfrozen water measured with TDR during the freezing ex-
periment (SFC). The amount of unfrozen water decreased sharply with temperature, although 
over 0.1 cm3 cm-3 of water remained as a liquid at –8°C. Figure 4b compares the unfrozen water 
content as a function of the corresponding pressure based on equation (5) with the fitted SWC as 
shown in Figure 2. Since the frozen soil characteristics reasonably agreed with the unfrozen 
SWC well, we confirmed SWC can be applied as the frozen soil characteristics in the numerical 
simulation. 

4 CALCULATIONS 

The water and heat flows in the freezing experiment were simulated using a modified version of 
the HYDRUS-1D code. The measured temperature and water content (0 h in Fig. 3) in the 35-
cm vertical silt column were given as the initial conditions. No water flux and a constant tem-
perature (Ttop = –8°C and Tbottom = 2°C) were applied at both ends of the silt column for 48 h. No 
solute effect was considered in this simulation. Table 1 lists the hydraulic and thermal parame-
ters used. From the fitted SWC (Figs. 2 and 4b) and measured saturated hydraulic conductivity, l 
in equation (10) was estimated with comparison to data from Watanabe & Wake (2008). The 
thermal conductivity of the frozen silt at different temperatures was first measured in the labora-
tory and the thermal parameters were estimated. 

 
Table 1. Hydraulic and thermal parameter values for silt  _______________________________________________________________________________________________________ 
θs  θr  α1  n1  α2   n2  w2   Ks  l  θn  θo  C1  C2  C3  C4   F1  F2  
m3m-3   m-1    m-1       m d-1    m3m-3 

 _______________________________________________________________________________________________________ 
0.57 0.06 0.35 3.1 0.011  1.7 0.461  0.06 -0.08 0.55 0  0.72 0.84 8.38 0.093  13  1 _______________________________________________________________________________________________________ 
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Fig. 5  Profiles of (a) temperature and (b) moisture in a directionally frozen silt calculated by using HY-
DRUS-1D code. The solid line and dashed line in moisture profiles represent total water and unfrozen wa-
ter contents, respectively. 
 

The calculated freezing rate underestimated the measured rate, since the heat flow from the 
side wall was not negligible in the laboratory experiment. Heat outflow through the wall causes 
quicker freezing than under fully insulated conditions, while inflow results in slower freezing. 
The calculated temperature profiles became congruent with the measured profiles (Fig. 5a) when 
the apparent thermal conductivity slightly larger than that obtained from the parameters in Table 
1 was applied. 

Figure 5b shows the water profile at this temperature profile. This model simulated the 
amounts of liquid water in both the frozen and unfrozen regions well, although the total amount 
of water in the frozen region was highly dependent on the impedance factor Ω (Fig. 6a). There 



was a one-to-one relationship between temperature and the pressure of the unfrozen water in the 
frozen region. Therefore, the profile of the unfrozen water can be determined from the tempera-
ture profile directly, if the SFC is equivalent to the SWC. In other words, a reasonable unfrozen 
water profile can be obtained when proper temperature profiles are calculated. The water flow 
into and through the frozen soil appeared as a change in the total amount of water (or ice). When 
Ω = 0, a huge pressure difference between the frozen and unfrozen regions induced water to 
flow to the freezing front, and the soil near the freezing front quickly reached ice saturation, so 
that water could no longer pass through it. Decreasing the hydraulic conductivity of frozen soil 
using Ω to reduce the water flow near the frozen front resulted in a decrease in the amount of ice 
near the frozen front; however, Ω cannot be evaluated from any soil properties and needs to be 
calibrated from the ice profile data itself. Furthermore, equation (12) provides an extremely 
small hydraulic conductivity for frozen soil according to Ω and the amount of ice (Fig. 6b) re-
gardless of whether the amount of unfrozen water corresponds to the water path, and allows vir-
tually no water flow in the frozen region (Fig. 5b, 6c, d). Further study of the hydraulic conduc-
tivity of frozen soil is needed to predict the total amount of water and water flow in frozen soil, 
which is important for estimating water balance, solute redistribution, gas emission, and snow 
water infiltration in cold regions. 
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Fig.6  Profiles of (a) moisture, (b) hydraulic conductivity (c) pressure head, and (d) liquid water flux in a 
silt column which was directionally frozen 50 h, calculating with different impedance factor Ω. 

5 SUMMARY 

A freezing model for unsaturated frozen soil implemented in HYDRUS-1D could simulate water 
flow from the unfrozen region to the freezing front and the unfrozen water profile in the frozen 
region. It is very useful to consider the detailed mechanisms of water and heat flow in unsatu-
rated soil under freezing conditions. 

Since the impedance factor for the hydraulic conductivity is given as a function of ice water, 
it may underestimate the hydraulic conductivity as the ice water content increases. It would be 
necessary to describe the impedance factor in accordance with the unfrozen liquid water content 
instead of the ice content. Although the model assumed to reach the phase equilibrium instanta-



neously, phase transition from liquid water to ice may take time to reach the equilibrium, and 
the transition rate would be proportional to the supercooling degree. If these time-dependent ice 
formations cannot be ignored, it is necessary to take into account for the non-equilibrium ef-
fects. As similar to the non-equilibrium flow and transport model, dual porosity or dual perme-
ability formulation, for instance, may be also useful for the freezing model. Furthermore, solute 
concentration increases near the frozen front because of the solute exclusion, resulting in de-
pression of freezing point of soil water. Future verification of these issues from both experiment 
and numerical simulation is important to evaluate water balance, solute redistribution, and snow 
melt infiltration in the frozen soil. 
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1 INTRODUCTION 

In Japan, paddy field system accounts for 55% of total arable land. Consequently, about a half 
of the total pesticide has been used for rice production in paddy fields and the paddy fields seem 
to be the major source of the non-point source pollution in Japan. Monitoring of pesticide con-
centrations in river systems in Japan detected a number of herbicides commonly used in paddy 
fields, and these herbicides may appear to have adverse effects on the aquatic ecosystem (Inao, 
et al., 2008). Pesticide fate and transport through paddy soils also affects the risk of aquatic pol-
lution via lateral seepage to the surface water and via vertical percolation to the ground water. 
Understanding hydraulic pathways and pollutant (nutrient and pesticide) behavior in paddy soil 
appears to be crucial in the aquatic risk assessment and in defining the specific management 
practices for controlling non-point source pollution. 

Simulation models have been used for the pesticide risk assessment in paddy rice production 
recently. PADDY (Inao et al., 2001), PCPF-1 (Watanabe and Takagi, 2000; Watanabe et al., 
2006), and RICEWQ (Williams et al. 1999) have been used for predicting pesticide concentra-
tions in paddy waters. For pesticide transport in paddy soil, Karpozas et al. (2005) reported a 
coupled model, RICEWQ-VADOFT, for Italian conditions. However, no such study has been 
reported for Japanese paddy conditions.  

A structurally coupled model PCPF-SWMS for simulating the pesticide fate and transport in 
paddy fields has been recently developed (Tournebize et al., 2004; 2006). The model combines 
two selected models, PCPF-1 (Watanabe et al., 2006) for the surface compartment and SWMS-
2D (Simunek et al., 1994) for the subsurface soil compartment of the paddy field. The aim of 
this paper is to present the PCPF-SWMS model and its results for a model application involving 
the transport of rice herbicide, pretilachlor, in a monitored experimental paddy field in Japan.  

Simulation of fate and transport of pretilachlor in a rice paddy by 
PCPF-SWMS model 
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ABSTRACT: A coupled model that links PCPF-1 and SWMS-2D has been developed. This 
new coupled model simulates the fate and transport of pesticides in paddy water and paddy soils 
during the entire crop season from planting to harvest, including the mid term drainage. The 
monitoring data collected from experimental plots in Tsukuba, Japan, in 1998 and 1999, were 
used to calibrate hydraulic properties and functioning of the paddy soil. Hydraulic functioning 
has been additionally evaluated using the tracer (KCl) experiment. The simulation of fate and 
transport of an herbicide (pretilachlor) in an experimental paddy field was conducted. The tracer 
and pesticide travel times in the paddy soil were about 30 days after application at a 15-cm 
depth. A two-phase first-order process simulated well the pretilachlor movement in the paddled 
layer. Although improvements in predictions of processes in deeper layers are necessary, the 
PCPF-SWMS model can be a good tool to improve our understanding of mechanisms of degra-
dation, sorption and transport of pretilachlor in paddy soils, and a potential tool for the aquatic 
risk assessment.  



2 MATERIALS AND METHODS 

2.1 Model description 

2.1.1 PCPF-1 
PCPF-1 is a lumped parameter model simulating the pesticide fate and transport in two com-
partments, a paddy water compartment having variable water depths and a 1.0 cm thick concep-
tual surface paddy soil layer (Watanabe et al., 2006). These two compartments are assumed to 
be a completely mixed reactor having uniform and unsteady chemical concentrations. The water 
balance of a puddled rice field is determined by the following components such as irrigation 
supply, rainfall, surface drainage, evapotranspiration, lateral seepage and vertical percolation. 
Pesticide concentrations are governed by dissipation processes such as dissolution, volatiliza-
tion, biochemical and photochemical degradation, sorption and transport via surface run-off, lat-
eral seepage, and percolation under oxidative flooded conditions. A detailed description of the 
model can be found elsewhere (Watanabe and Takagi, 2000; Watanabe et al., 2006). 
 

2.1.2 SWMS 

SWMS_2D is the open source FORTRAN code used in HYDRUS-2D, a Windows-based mod-
eling environment for analysis of water flow and solute transport in variably-saturated porous 
media (Simunek et al., 1999). The program solves the Richards’ equation for saturated-
unsaturated water flow and a Fickian-based advection-dispersion equation for solute transport. 
The solute transport equation includes provisions for linear equilibrium adsorption, zero-order 
production, and first-order degradation. The governing equations are solved using a Galerkin-
type linear finite element scheme. Specifically for pesticides, the degradation processes are 
modeled using the first-order kinetics and the sorption processes using the water/soil partition-
ing coefficient (Kd).  
 

2.1.3 PCPF-SWMS modeling 

The coupling of the two models is carried out by linking the percolation flux, induced by 

Figure. 1. Conceptual model compartments of PCPF-SWMS 
simulation (Tournebize et al., 2006). 
 



ponded water depth, and the predicted concentration in the first cm of the surface soil, between a 
paddy water compartment and a lower paddy soil compartment using PCPF-1 and SWMS-2D. 
Interactions between these two model compartments for water movement and solute exchange 
could be summarized as follows: PCPF-1 provides a paddy water depth as the top boundary 
condition in SWMS-2D (pressure prescribed data) and SWMS-2D determines the vertical perco-
lation, which is an input in the PCPF water balance equation. For the solute transport, PCPF-1 
provides the top boundary solute concentration, which, associated with the percolation rate, de-
termines the input solute flux for the SWMS-2D simulation. 

A water balance equation was incorporated in the main program of SWMS-2D by calling a 
new subroutine, PCPF, which is a Fortran version of the PCPF-1 code. The calculation is carried 
out as follows: a) a daily ponded water depth is imposed as a prescribed pressure head condition 
in SWMS-2D where the Watflow subroutine then calculates the percolation rate; b) the calcu-
lated percolation rate is subsequently used in the water balance equation during the next simu-
lated day. For the solute transport, the boundary concentration (cBnd) value is replaced by the 
predicted value from the PCPF subroutine.  

The new coupled model PCPF-SWMS is applied in this paper. First, to simulate the flow of 
water and the transport of chloride and to assess transport parameters, and then, to simulate pes-
ticide fate and transport through the soil profile. PCPF requires daily precipitation (cm), runoff 
(cm), evapotranspiration (cm) rates during the simulation period. The pesticide properties were 
determined from experimental soil samples in laboratory studies by Watanabe and Takagi 
(2000) and Fajardo et al. (2000). 

For simulating different agricultural water managements, the full crop season was divided 
into three periods: a) a continuous water ponding period, b) a midterm drainage period with non-
ponding conditions, and c) an intermittent irrigation period with alternative ponding and non-
ponding conditions. While the coupled PCPF-SWMS is used to simulate conditions during wa-
ter ponding, only the SWMS model is used to simulate remaining periods. A detailed modeling 
procedure is also described by Tournebize et al. (2006). 

2.2 Pesticide fate and transport monitoring 

Field experiments were conducted at the experimental rice paddy field of the National Institute 
for Agro-Environmental Sciences (NIAES) in Tsukuba, Japan. The local average annual precipi-
tation and temperature are 1406 mm and 14°C, respectively. The experiments were carried out 
in 1998 and 1999 in two 9X9 m² plots surrounded by concrete bunds and plastic borders. 

The paddy soil preparation usually comprised one or two passes of a rotary tiller about 0.15 
to 0.2 m deep before the first irrigation, usually in April or May. After this pre-saturation, the 
soil is mechanically puddled by one or two passes of a rotary tiller in order to level and prepare 
the top soil or puddled layer for planting. After a few days, 17 day old rice seedlings (Orysa sa-
tiva L. cv. Nihonbare) were planted with 16x30cm² spacing on May 8, 1998 and on May 7, 
1999. Plots were irrigated and ponded with about 4 cm of water depth until the mid-term drain-
age. The mid-term drainage, which drains the soil surface to control the root environment during 
a period from the maximum tillering stage to the panicle formation stage, was carried out for 17 
days from July 17, 1998 and for 10 days from July 16, 1999, respectively. During the reproduc-
tive stage after the mid-summer drainage, an intermittent irrigation that repeats ponding every 
few days was performed until one week before harvesting (September 7, 1998, and September 
27, 1999). 

Six soil horizons were identified in the experimental area. Top three layers, i.e., a puddled 
layer (0-17 cm), plow sole (17-21 cm) and hard pan layer (21-23 cm) located in the upper part, 
are considered as an agricultural layer. This was a sandy clay loam (SCL), characterized by a 
high clay content (between 30 and 40%). The next three horizons were composed by a transi-
tional subsoil clayed layer at 23-50 cm, by a first volcanic ash mixture layer (clay-Kuroboku 
mixture, Loam CL) at 50-65 cm, and by the original second volcanic ash layer (Kuroboku soil, 
SiCL) from 65 cm downward. Hydraulic properties, such as the saturated water content, the 
saturated hydraulic conductivity, van Genuchten parameters for water retention curves, bulk 
density, and cone penetrometer data were measured in the laboratory on soil core samples. 

A commercial preparation of granule herbicides, Hayate® containing 1.5% of pretilachlor 
and other active ingredients, was applied at a rate of 4968 mg/82m² on the plot on May 12, 1998 



and May 14, 1999, respectively. Those dates are used in this paper as referenced times for days 
after tracer/herbicide application (DATA/DAHA=0). Tracer inputs (KCl) were 1317 and 2633 g, 
respectively, in 1998 and 1999 for an area of 82.5 m2. These amounts provided input chloride 
tracer concentrations of 256 and 486 mg/l in 1998 and 1999, respectively.  

 
For the field monitoring of the pressure head distribution in the soil profile, a water depth 

sensor and two series of four tensiometers were inserted in the same plot along the soil profile at 
−15, −30, −45, and −85 cm depths in 1998 and one series of the same tensiometers were in-
stalled at −10, −15, −45, and −85 cm depths in 1999 (Figure 2). All data were acquired through 
data loggers. Data acquisition started after the tracer application (DATA=0), until the mid-term 
drainage (DATA=66 in 1998 and DATA=63 d in 1999). 

Paddy water was sampled every day during the first week, and weekly thereafter until 
themid-term drainage. In addition, two series of sintered glass porous cups were installed at 
depths of 15, 30, 45, and 85 cm in 1998 and 15 and 45 cm in 1999 for soil water sampling (Fig-
ure 2). The soil water sampling was carried out by applying a vacuum of 500 cm (H2O) continu-
ously and sampled as weekly average about 500 ml.  

For the chloride anion analysis, a TOSOH ion chromatography system equipped with an 
electric conductivity detector (CM-8020) was used. For the pesticide analysis, pretilachlor was 
extracted through solid phase C-18 cartridges for water samples and liquid phase (acetone and 
hexane) for soil samples. The pretilachlor concentration was determined by the gas chromatog-
raphy with NPD for paddy water and soil, and by LC-MS/MS for soil water samples. Detailed 
experimental procedures were found in Fajardo et al. (2000) and Watanabe and Takagi (2000).  

3 RESULTS AND DISCUSSION 
3.1 Soil water regime in paddy field 

Table 1 shows soil profile data and model parameters for the simulation of soil water movement 
in a paddy soil by the SWMS model. Figure 3 shows the evolution of the measured matric po-
tential from day 0 to 63 for 1998. While tensiometer readings were positive and fluctuated with 
small variations in the top layers of 0–20 cm, they were negative in the subsurface layers. The 
hydraulic condition during continuous ponding stage was considered as a slow transient state in 
subsurface layers and depended on initial conditions and the KS value of the hard pan layer. 
Comparing monitored values of 1998 and 1999, the inter-seasonal variations were low, indicat-
ing a seasonal reproducibility. Measured matric potential values were used to calibrate the 
model to determine the unknown KS value during continuous ponding stage (Table 1).  

Measured matric potential profiles during the 2 years were compared with predicted values 
using calibrated soil hydraulic parameters in Figure 4. Simulated and observed pressure head 
distributions for both years were almost identical during the ponding period. However, a new KS 
value had to be assigned to have a better fit of the gradual decline of the matric potential in 1998 
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Figure. 2. Field setup for tensiometers, Eh, and pH (1 and 3 cm soil depths and paddy water) 
probes and soil water sampling devices (Tournebize et al., 2004).   



after day 40. The shape of the curves in the Figure 4 was similar to the observations reported by 
Adachi and Sasaki (1999). In the puddled layer, the soil-water pressure heads increased linearly 
with depth with a slope close to the unit gradient until about 17 cm at the bottom of the puddle 
layer (Figure 4). This relationship confirmed that the puddled layer did not impose any substan-
tial resistance to water flow (Chen and Liu 2002).  

The pressure head started decreasing thereafter. In the layer with more compacted and dense 
profile, the pressure heads decreased rapidly and became negative from the middle of the hard 
pan layer, generating a high hydraulic gradient. In the unsaturated zone, the pressure head de-
creased according to the properties of each layer until the measured value of about −85 cm H2O, 
which is imposed by the unit gradient bottom boundary condition (Figure 4). This relatively 
high value of the pressure head for an unsaturated soil corresponded to more than 90% satura-
tion (99% saturation in the transitional layer, 98% saturation in the first ash volcanic layer, and 
90% saturation in the second ash volcanic layer). This suggested that as water between soil par-
ticles was linked, vertical water movement in this region was dominated by gravitational flow, 
highlighting the similar potential risk of chemical movement as in the saturated condition. 

For the soil water movement in the paddy soil, the percolation rate was directly calculated us-
ing Darcy’s law in the SWMS code. The simulated percolation rate of the paddy soil profile de-
pended strongly on KS of the least permeable layer, such as the hard pan layer. The average 
simulated percolation rate for the period from 1 to 44 d and from 45 to 65 d in 1998 were 0.24 
and 0.084 cm d−1, respectively. For the period from 1 to 63 d in 1999, the percolation rate was 
0.24 cm d−1. These values were in accordance with the average percolation rate (0.2 cm d−1) in 
previous studies of Watanabe and Takagi (2000). Comparing obtained results with the single 
PCPF-1 model, the new coupled model was able to adjust the percolation rate according to the 
ponded water depth and hydraulic properties. 

 
Table 1. Soil profile data and hydraulic parameters of the experimental plot (Tournebize et al., 2006) 
 Layer 
 Muddy Plow sole Hard pan 

calibrated
Transition 1st Vol-

canic Ash 
2nd Vol-

canic Ash 
Depth (cm) 0-17 17-21 21-23 23-50 50-65 95-135 
Texture SCL SCL  C SiL SiL 
Coarse sand 2.0-0.2mm (%)  13.1  5.6 3.7 1.9 
Fine sand 0.2-0.02mm (%) 46.7 34.8  29.6 36.2 27.3 
Silt 0.02-0.002mm (%) 19.4 21.6  24.4 42.8 51.2 
Clay < 0.002mm (%) 33.9 30.5  40.4 17.4 19.6 

Total Carbon Content (%) 1.78 1.43  1.29 4.80 8.11 

Total N Content (%) 0.16 0.12  0.10 0.31 0.43 

pH (H2O) 5.20 6.38  6.54 6.54 5.62 
pH (KCl) 4.1 5.10  5.23 5.23 4.83 
Bulk Density (kg/m3) 
Cône Penetrometer (cm) 

1.28 
12 

1.43 
25 

 1.36 
20 

0.70 
17 

0.57 
17 

Saturated Water Content 
(cm3.cm-3) 

 0.438  0.475 0.709 0.717 

α (cm-1)  0.0054  0.0047 0.005 0.0098 
n  1.10  1.051 1.068 1.156 
Ks measured (standard de-
viation) (cm.d-1) 

27 (23) 13.2 (5.5)  5.9 (4.3) 11.1 (9.5) 93 (82) 

Calibrated Ks (cm.d-1) 27 13.2 0.08 4 8 10 

 
For the soil water regime after the midterm drainage period, when ponding water was drained, 

the soil surface was then subjected to natural climatic conditions such as evapotranspiration and 
precipitation. During the mid term drainage, the simulated soil matric potentials fluctuated ac-
cording to these conditions. After the midterm drainage period, the matric potential increased as 



intermittent irrigation was performed (Figure 3). Changes in the soil structure and soil proper-
ties, especially cracks generated during the drying process, were ignored in the simulation. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure. 3 Measured and simulated matric potentials (at depths of (a) 0, −15 cm and (b) 
−45 and −85 cm) and ponded water depths (PWD) versus time after the tracer application 
(DATA), from May 13 to September 3, 1998 (MTD: mid-term drainage) after Tounebize 
at al., (2006). 

Figure. 4. Measured and simulated matric potential 
profiles using optimized KS in 1998 and 1999 dur-
ing ponding and a new optimized KS at day 54 
(Tournabize et al., 2006). 



The peak of the chloride concentration in paddy water was observed immediately after applica-
tion, followed by a sharp decrease due to dilution and losses from irrigation and runoff during 
the first 3 days after tracer application. After 10 d, concentrations in paddy water decreased to as 
low values as those of irrigation water. The maximum concentration at the 15-cm depth oc-
curred during the period of 25–35 d, and was higher in 1999 (52 mg l−1) than in 1998 (23 mg l−1) 
due to different application rates. Peak amplitudes decreased with depth, due to dilution, disper-
sion, and partially due to higher background concentrations of 15, 22, and 32 mg l−1 at 15, 45 
and 85 cm depths, respectively. Because of high background concentrations, the tracer transport 
phenomena in the soil profile was analyzed using reduced or relative concentrations (Tournebize 
et al. 2006).  

Tracer concentrations were accurately simulated using the PCPF-SWMS model (Figure 5) 
because of the accurate estimation of the top boundary concentrations that quantify the amount 
of tracer entering the soil profile. The longitudinal dispersivity coefficient was fitted using the 
trial and error procedure during the continuous ponding period up to 60 d for 1998. Considering 
the high variability of the background concentrations in paddy soil water, simulated results with 
longitudinal dispersivity of 1 cm were considered to be in a good agreement with measured data. 
The time needed to reach the peak of the tracer concentration at a depth of 15 cm was simulated 
to be 30 d for both 1998 and 1999, while observed values ranged between 27 and 31 days. At 
the end of the continuous ponding stage, the simulated tracer front was located between 27 and 
29 cm depths.  
 

3.2 Fate and transport of pretilachlor 

Simulated pretilacholor concentrations in paddy water during the ponding period using PCPF-
SWMS model (Figure 6) were again in a good agreement with observations, as well as with 
those simulated with the PCPF-1 model alone (Watanabe and Takagi, 2000). The maximum ob-

Figure 5. Measured average and simulated concentrations at a 
depth of 15 cm versus day after the tracer application (DATA) in 
1998 (a) and 1999 (b) (Tournebize et al., 2006) 



served concentrations were 0.79 mg l-1 and 2.51 mg kg-1 (dry soil), respectively, for paddy water 
and the 1-cm thick surface paddy soil layer (Watanabe and Takagi, 2000). 

The dissipation of pretilachlor in this field experiment was specifically studied by Fajardo et 
al. (2000) for paddy soils under laboratory oxidative and reductive conditions. In this simula-
tion, we treated the 1-17 cm puddle layer to be under reductive conditions and the 17-50 cm 
subsoil layer to be under oxidative conditions. Therefore, the soil partitioning coefficient of 13.0 
lkg-1 and degradation rate constants reported by Fajardo et al. (2000) were used. In the reductive 
puddled layer, a two-phase first-order kinetics was considered for the pretilachlor degradation 
process. The first-order kinetics was applied for the initial 0-21 days with a half-life of 6 days 
(the degradation rate constant of 0.114 day-1) and for the 22-63 days with a half-life of 23 days 
(the degradation rate constant of 0.03 days-1). 

Observed pretilachlor concentrations at a 15-cm depth in the puddled layer were well simu-
lated with these parameters described above (Figure 7). The observed pretilachlor concentration 
peaked at 0.043 ng ml-1 29 days after application in the 15-cm paddled layer. The residence time 
in this layer is evaluated to be about 41 days. Although further evaluation is needed in this simu-
lation, the sensitivity of the soil-water partition coefficient seems to be rather low and degrada-
tion rate constant may have more effect on the break through phenomena of pretilachlor.  

Below the hard pan layer up to 50 cm of the subsoil layer, pesticide concentrations ranged 
mostly below 0.02 ng ml-1 during the monitoring period. Simulated concentrations underesti-
mated the herbicide concentrations in the earlier period and the simulated peak occurred after 
about 90 days (Tournebize et al., 2004). However observed pretilachlor concentrations at 45 and 
85 cm depths ranged between 0.01 and 0.04 ng ml-1 without any clear peak during the monitor-
ing period, probably due to residual herbicide concentrations from previous applications in 1996 
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and 1997. Simulated pesticide transport below the hardpan layer was considerably less signifi-
cant and consideration of chemical residues from previous applications is necessary for improv-
ing the predictability of the model simulation below the 50-cm depth. 

For the pretilachlor mass balance in the paddy field, surface runoff represented 52% of ap-
plied pesticide rate. Soil degradation was simulated to be 42% and occurred mainly in the pud-
dled layer. 6% of pretilachlor remained in the soil below the hard pan layer at the end of the 
crop season (Tournebize et al., 2004). 

4 CONCLUSIONS 

A lumped parameter model simulating pesticide concentrations in paddy fields, PCPF-1, and a 
two-dimensional model simulating water flow and solute transport in soils, SWMS-2D, were 
coupled as a Fortran code PCPF-SWMS. Soil hydraulic and solute transport parameters were 
calibrated using monitored field data from the Japanese paddy field. An analysis of simulation 
results for the movement of water and chemical for the entire crop season using fitted parame-
ters provided the following conclusions:  

The analysis of the hydraulic functioning of the paddy soil revealed that the hardpan layer 
was the key factor controlling the percolation rate and tracer transport. PCPF-SWMS simulated 
the time to the tracer concentration peak at a depth of 15 cm to be 30 d for both 1998 and 1999, 
while observed values ranged between 27 and 31 days.   

The pretilachlor concentrations peaked at 0.043 ng l-1 after 29 days at the 15-cm paddled 
layer. A two-phase first-order process simulated well the pretilachlor movement in the paddled 
layer. Although improvements in predictions for the deeper layer are needed, the PCPF-SWMS 
model can be a good tool to improve our understanding of mechanisms of degradation, sorption 
and transport of pretilachlor in paddy soils, and a potential tool for the aquatic risk assessment.  
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1 INTRODUCTION
Soaring food price and intensified scarcity of water resources bring a new emphasis on efficient 
use of water in irrigation. The determination of irrigation amount has still widely relied on ex-
perience (i.e. fixed amount) or intuition of farmers even in industrialized countries. Such con-
ventional scheme may cause yield reduction or be wasting water. To precisely meet crop water 
requirement  and  respond  water/salinity  stresses  quickly,  automatic  irrigation  systems  using 
sensors have been developed and spreading. Such “water stat” systems, however, requires high 
initial investment and has difficulty in adjusting irrigation amount to weather forecast. For ex-
ample, it is obviously wasting to apply much water when rain is forecast on next day. But “wa-
ter stat” systems may do it if currently monitored value reaches its threshold one.

Expensive monitoring using sensors can be altered by numerical simulation of water, solute, 
and heat transport in soil and crop response to them. High-spec personal computers are getting 
affordable even for farmers in developing countries, at least for farmers who can afford modern 
irrigation equipments. Not only monitoring current status, numerical model can predict near fu-
ture. Numerical prediction requires atmospheric boundary condition: numerical weather fore-
cast. Today, freely accessible numerical weather forecast,  whose accuracy is improving, has 
been provided on the web. These progresses are enabling the optimization of irrigation amounts 
using numerical  weather forecast as input data for numerical models such that net return is 
maximized.

This paper presents a scheme of the determination of irrigation amounts using numerical 
weather forecast.

2 METHOD

2.1 Maximization of virtual net return

Like other inputs such as labor or fertilizer, the purpose of irrigation is not necessarily to obtain 
the highest yields, nor water use efficiency, but to maximize the net returns. Irrigation schedul-
ing is the optimization of timing and amount of irrigation. Timing of irrigation is generally re-
stricted to social factors such as rotation or availability of labor. In contrary, irrigator has more 

Determination of Irrigation Amounts Using a Numerical Model

H. Fujimaki
Graduate School of Life and Environmental Sciences, University of Tsukuba, 305-8577, Japan

ABSTRACT:  A method of decision making of irrigation amount using a numerical model of 
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discretion with regard to the amount of irrigation, at least for reducing direction. Thus, let us 
focus on the optimization of the amount. 
  If we can calculate net return until the next irrigation, the irrigation amount can be optimized 
such that it is maximized. Although in reality income is realized when harvest is sold, let us as-
sume that a farmer can obtain virtual income which is proportional to an increment of dry mat-
ter attained during an interval. Also, water must be priced high enough to give incentive to save 
water. Net return, Nr ($ a-1 ), during a period is then defined as

N r=P c−P w W−Cot (1)

where Pc is the price of crop ($ kg-1DM), ε  is water use efficiency of the crop,  is cumulative 
transpiration (cm =103 kg a-1), Pw is the price of water ($ kg-1 ), W: irrigation amount (cm =103 

kg a-1), and Cot is the other costs ($ a-1 ). The amount of valuable part (fruit, grain etc..) of the 
crop is assumed to be proportional to dry matter production, which is well known to be propor-
tional to cumulative transpiration. Under given conditions,  Nr is thus the function of  W. The 
problem is therefore, simple one-dimensional search. 
  To estimate transpiration amount, , which dynamically responds to matric and osmotic po-
tential in soil and therefore, irrigation, a sophisticated model of the response of crop to irriga-
tion is required. Numerical models developed in the realm of soil physics can be such a model.

2.2 Procedure

First, using the records of climatic condition, numerical simulation is performed to estimate the 
current status. Then, download numerical weather forecast as input data and repeat simulations 
changing irrigation amount until maximum anticipated Nr is obtained. Then perform irrigation. 
On the early morning of the next irrigation day, current status is estimated by simulation using 
the actual records of  irrigation amount and climatic condition from the last irrigation till the 
moment. This cycle continues until the last irrigation.

2.3 Numerical model

Algorithm  and  user  interface  described  above  was  incorporated  into  a  numerical  model, 
WASH_1D, which solves governing equations for one-dimensional movement of water, solute 
and heat in soils with the finite difference method. The one-dimensional maximization was im-
plemented with the golden section method with searching range 0 to 10cm. Governing equation 
of water flow is Richards equation including water vapor movement. Solute and heat transport 
are described with the convection-dispersion equation. It can be applied to layered soil, and 
consider  thermal  vapor  diffusion and hysteresis.  Time steps,  t,  are adjusted automatically  



such that at each time step the number of iterations was approximately five and the maximum 
change in the logarithm of pressure head be less than 0.693 (= ln (2)).

2.4 Root water uptake and crop growth sub-models

The simplest crop growth modeling may be to describe the growth of the each part as a func-
tion of cumulative transpiration amount. In WASH_1D, root activity distribution, β(cm-1), is 
given as

=b1d rt
−b−1 d rt−zb (2)

where b is plant-specific parameter, drt is the depth of lower boundary of the root zone(cm), and 
z is the depth(cm). Figure 1 demonstrates the examples of the distribution. The drt is described 
as a function of cumulative transpiration amount, ΣT(cm):

d rt=adrt [1−exp bdrt T ]cdrt (3)

where adrt, bdrt , and cdrt  are plant-specific parameters. Figure 2 presents the examples.
  Leaf area index, I, which affects both radiation and wind, is also handled as a function of ΣT.

I=aLAI [1−expbLAI  T ] (4)

where aLAI, and bLAI   are plant-specific parameters.
  Transpiration,  T(cm s-1),  is the integration of root water uptake rate,  S (s-1),  over the root 
zone:

T=∫0

drt
S dz (5)

The S at each depth is given as the product of potential transpiration rate, Tp(cm s-1), β, and re-
duction coefficients which express the extent of water/salinity stress (Feddes and Raats, 2004). 

S=T pw s (6)

where  w  and  s are the reduction coefficients for  water(drought)  and salinity,  respectively. 
The Tp is given by multiplying potential evapotranspiration, Ep(cm s-1), from Penman equation 
by crop coefficient, Kc:

Tp = Ep Kc (7)

The Kc is also assumed to be a function of ΣT (Fig.3).

K c=akc[1−expb kcT ]ckc (8)



where akc, bkc , and ckc  are plant-specific parameters.
The evaporation rate is calculated with the bulk transfer equation (Daamen and Simmonds, 

1996; Noborio et al., 1996; Yakirevich et al., 1997):

E=
*

vs hrs−*
va hra

r a

(9)

where  v* is the saturated water vapor density (g cm-3),  hr is the relative humidity,  ra is the 
aerodynamic resistance (s cm-1), and where the subscripts s and a denote the soil surface and air 
at the reference height, respectively. Since vs* is a function of surface temperature, heat move-
ment also must be analyzed. The main energy input, solar radiation, is absorbed and reflected 
by leaves. Such attenuation is commonly descried as (e,g, Campbell, 1985)

Rs=R
s0

exp−a Rs I  (10)

where Rs0 is Rs(W m-2) above canopy and ara is plant-specific parameter. As crops grow, ra is in-
creased as leaves restrict water vapor transport. Such an additional resistance is expressed as a 
function of leaf area index, I:

  ra=r
a0
1a ra I  (11)

where  ra0 is  ra from bare soil surface, and  ara  is plant-specific parameter. Figure 4 shows ex-
amples of Rs and ra as functions of I.

3 NUMERICAL EXPERIMENT

3.1 Scenario and conditions

To demonstrate how irrigation amount is determined, numerical experiment  was performed. 
Hypothetical scenario was as follows: On July 29, irrigation with a 1.0 mg cm-3 NaCl solution 
large enough to replace all the soil solution and let the water content became at field capacity 
on the next day, was carried out. Eight days later (early morning of August 6), the records of 
climatic condition for the past seven days were downloaded, and numerical simulation is per-
formed to estimate the current status, which is used as the initial condition of prediction. Then, 
numerical weather forecast for the next seven days was downloaded as input data and simula-
tions were automatically repeated changing irrigation amount until maximum anticipated Nr is 
obtained.
  Meteorological conditions measured at Tsukuba (140E36N), Japan, from July 30 till August 
13, 2006(Fig.5). Soil properties of Masa loamy sand and plant specific parameter values shown 



in the figures were used in the simulation. Shape factor of root distribution, b, was set at unity. 
Reduction coefficients, w and s, were set such that they took 0.5 at -4,000cm. Initial (July 30 
0:00) cumulative transpiration amount was set at 10cm. Initial conditions for water and solute 
movement were assumed to be uniform at -100cm and 1.0 mg cm-3, respectively.
  Supposed parameter values in the net return equation are listed in Table 1. Irrigation was 
started 9:00 of August 6 and irrigation intensity was 1.0 cm h-1, concentration of irrigation wa-
ter was supposed to be1.0 mg cm-3.

Table 1. Supposed parameter values in the net return equation.
parameter value unit

Pc 2 $ kg-1

Pw 0.0001 $ kg-1

 0.001

Cot 0 $

3.2 Results

Cumulative transpiration amount at 0:00 of August 6 was increased by 0.93 cm. On the other 
hand, cumulative evaporation during the seven days was 1.7cm. Profiles of water content and 
solute concentration at 0:00 of August 6 are shown in Figure 6. Solute accumulated near the 
soil  surface. At this moment, the plant was subject to slight water stress and heavy salinity 
stress in the surface layer. If irrigation was carried out simply to recover to field capacity (i.e. 
the integration over difference between field capacity and current water content), it would be-
come 2.8cm.

Figure 7 shows net return and cumulative transpiration during the seven days as a function of 
irrigation amount, W. Both sharply increased with W, but gradients were gradually diminished, 
and Nr reached the peak at W = 2.1cm, beyond which the Nr decline with W. Note that maxim-
um cumulative transpiration (i.e. yield)  is achieved at larger irrigation amount.  In this case, 
4.2cm rainfall would enable 73% of the maxim  Nr, even cancelling irrigation. In contrary, if 
there were no rain, the optimized irrigation amount would increase to 3.3cm, and Nr at no irrig-
ation would be only 24% of the optimum value as shown in Fig.7. 

Figure 6 also shows solute concentration profile at 0:00 of Aug. 13 simulated with the optim-
um irrigation amount. Although salt in the root zone was leached out by rainfall of Aug. 9, high 
concentration zone was formed below the root zone. In such case, capillary supply from the 
deeper layer should not be expected. 



4 CONCLUDING REMARKS

In this paper, a method of decision making of irrigation amount using a numerical model of 
crop response to irrigation was outlined. Numerical experiment showed encouraging results. 
Still, all of the employed plant specific parameter values were hypothetical. We are performing 
an experiment to determine these parameter values and test the effectiveness of this method by 
comparing with an automatic irrigation system. Whether the integration of short-term maximiz-
ation gives maximum net return in the entire growing season should also be tested. 

WASH_1D is available both for Linux and Windows, and freely distributed under the gener-
al public license from http://www.agbi.tsukuba.ac.jp/~fujimaki/download/en/
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ABSTRACT: Because of the relatively low soil moisture in arid or semi-arid regions, vapour 
movement often predominates in the vadose zone and affects the partitioning of energy among 
various land surface fluxes. In an outdoor sand bunker experiment, the soil water content at 
10cm and 30cm depth were measured at hourly intervals for 2.5 days during October 2004. It 
was found that the soil moisture reached the daily maximum value (5.9%～6.1% at 10cm & 
11.9%～13.1% at 30cm) and minimum value (4.4%～4.5% at 10cm & 10.4%～10.8% at 30cm) 
at midday (0 p.m.～1 p.m. for 10cm & 2 p.m.～3 p.m. for 30cm) and before dawn (2 a.m.～3 
a.m. for 10cm & 4 a.m.～5 a.m. for 30cm), respectively. The modified HYDRUS-1D code, 
which refers to the coupled water, vapour and heat transport in soil, was used to simulate the 
moisture and vapour flow in the soil. The numerical analyses provided insight into the diurnal 
movement of liquid water and water vapour driven by the gradients of pressure heads and tem-
peratures in the subsurface zone. The simulated temperature and water content were in good 
agreement with the measured values. The spatial-temporal distribution of liquid water flux, wa-
ter vapour flux and soil temperature showed a detailed diurnal pattern of soil water dynamics in 
relatively coarse sand.  

1 INTRODUCTION 
Soil moisture in the unsaturated zone near the soil surface plays a critical role in partitioning 
precipitation into surface runoff, evaporation, and groundwater recharge. Simultaneously, soil 
moisture affects the conversion of incoming solar and atmospheric radiation into sensible, latent, 
and radiant heat losses. Along with solar radiation and soil nutrients, the availability of soil 
moisture is the key to plant growth and to production of crops. As such, soil moisture is not only 
important to agriculture but may also potentially affect the global climate and is therefore consi-
dered as a critical area for global climate change studies (Kerr et al. 2001; Entekhabi et al. 
2004).  

There are many existing land surface schemes, which provide boundary conditions for global 
climate models and numerical weather prediction models, estimating exchanges of the fluxes of 
energy, heat and water vapour between the land surface and the atmosphere (Dickinson et al. 
2006). All these schemes are based on parameterizing plot scale sensible heat and moisture 
transfers in the soil-vegetation-atmosphere system and are scaled up to a model grid using a sta-
tistical approach. The treatment of soil moisture processes determines to a large extent the vo-
lume of the exchanges in these schemes, which consequently influences other variables in the 
atmosphere (e.g. clouds and precipitation). The importance of soil moisture has resulted in a 
very large number of models, which simulate water transport both in the liquid and vapour 
phase. Most of these models are based on theories that describe the coupled energy and mass 
flow in soil, considering the microscopic structure of a porous medium (Philip 1957; Philip and 
De Vries 1957; De Vries 1958; Milly and Eagleson 1980; Milly 1984b). There are also other 



models, which are based on the thermodynamics theory of irreversible process, adopted to ana-
lyze the transport of heat and mass (Taylor and Stewart 1960; Taylor and Cary 1964; Groenevelt 
and Kay 1974; Kay and Groenevelt 1974). 

The soil moisture variation in arid and semi-arid regions is characterized by vapour transport 
in the surface soil layer, since liquid water movement could be infinitesimal due to extremely 
dry soil conditions (Grifoll and Cohen 1999; Salzmann et al. 2000). This dominant vapour 
transport can result in the conservation of liquid water in the unsaturated zone (Scanlon 1992; 
Scanlon and Milly 1994); subsequently, it plays an important role in maintaining vegetation and 
ecosystems in arid or semi-arid areas (Shiklomanov et al. 2004). Moreover, the way of accumu-
lating liquid water from vapour transport has been applied in order to produce fresh drinking 
water in dry areas by burying perforated pipes in the soil (Hausherr and Ruess 1993; Gustafsson 
and Lindblom 2001; Lindblom and Nordell 2006).  

Due to the importance of soil moisture, many field or laboratory experiments were conducted 
in order to observe the changes in water content due to vapour transport and subsequently to 
analyze the soil water dynamics that involve the movement of liquid water, water vapour and 
heat. In order to verify the numerical model for the coupled flow derived from the thermody-
namic theory of irreversible process (Cary and Taylor 1962a b), from 1962 to 1979, Cary and 
co-workers conducted a number of indoor experiments (Cary 1963, 1964, 1965, 1979). In the 
same period, Rose published a series of papers (Rose 1963a, b, 1968a, b, 1971) in order to test 
the theory of coupled transport in porous medium, which was developed by Philip and de Vries 
(1957). Except for the laboratory experiments, quantitative study of soil moisture transport in 
the field environment has been conducted by some other investigators, such as: Cary 1966, 
Jackson 1973, etc. After almost two decades of discussing the aforementioned experiments, the 
Philips and de Vries model (hereafter, referred to as the PDV model) remains as prominent as 
ever, even though the contemporary version has been slightly modified. (Milly 1982, 1984a, b; 
Braud et al. 1995; Shurbaji and Phillips 1995; Milly 1996; Nassar and Horton 1997).  

The reason for the wide use of the PDV model is mainly due to the enhancement factor for 
water vapour transport. There are two postulated mechanisms for enhanced vapour transfer (Phi-
lip and De Vries 1957): the first assumption is that the water vapour can flow through the liquid 
island between solid particles by condensing on one side of the liquid island and subsequently 
evaporating on the other side; the second postulate considers local temperature gradients in the 
air-filled pores, which might be significantly higher than the average temperature gradient. Ac-
cording to these assumptions, the humidity of the air adjacent to the water in soil pores, which is 
determined by the local equilibrium hypothesis, is often substituted for the land surface humidi-
ty. However, such substitution is invalid, except for the humid conditions below the evaporation 
front, which takes place near the surface when the evaporative demand is greater than the ability 
of the soil to conduct water in the liquid phase and a liquid-vapour phase discontinuity occurs 
(Asghar 1996; Rose et al. 2005). This invalidation triggers the studies on the changes in soil wa-
ter content in the topsoil, which includes the parameterization of evaporation from the soil sur-
face (Kondo and Okusa 1990; Kondo et al. 1992; Yamanaka and Yonetani 1999; Konukcu et al. 
2004; Gowing et al. 2006) and the exploration of the mechanisms by which water is added to the 
surface soil layer (Jacobs et al. 1999, 2000; Agam et al. 2004, 2006).  

Although the theory of coupled water, vapour and heat transport in soil is widely recognized 
and thus extensively tested and reinforced, very few studies have demonstrated and evaluated 
soil water dynamics in time and space, both simultaneously and continuously. The common ap-
proach to address this issue is either to analyze the profile soil water and temperature informa-
tion at specific times (Zhang and Berndtsson 1991; Athavale et al. 1998; Mmolawa and Or 
2003; Grifoll et al. 2005; Saito et al. 2006) or to assess the time-series information at specific 
depths (Kemp et al. 1997; Schelde et al. 1998; Starr and Paltineanu 1998; Wang 2002; Starr and 
Timlin 2004). In this study, observed soil water content and temperature were used in order to 
calibrate the performance of the modified HYDRUS-1D code in sand. Then, the modified HY-
DRUS-1D code was used to produce temporal and spatial information of the coupled water, va-
pour and heat transport. The space-time information represents a two-dimensional field and a 
dependent specific flux (e.g. thermal water vapour flux) or temperature as a third dimension. 
The space-time information and dependent specific fluxes or temperatures (all of which contain 
discrete values) were used directly in an interpolation and smoothing procedure. This was done 



to create a continuous three-dimensional field for the diurnal pattern interpretation of soil water 
dynamics.  

2 MATERIALS AND METHODS 

2.1 Model Description 
In this section, the measured water contents, soil temperatures were compared with those that 
were calculated by the modified HYDRUS-1D code. The modified HYDRUS-1D code has two 
major new features, as compared to HYDRUS-1D version 3.0: (i) solving the coupled equations 
governing liquid water, vapor, and heat transport, together with the surface water and energy 
balance, and (ii) providing flexibility in accommodating various types of meteorological infor-
mation to solve the surface energy balance (Saito et al. 2006).  

The governing equation for one-dimensional vertical flow of liquid water and water vapour in 
variably saturated media is given by the following mass conservation equation (Saito et al. 
2006): 
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Where, qL and qV are the flux densities of liquid water and water vapour (cm d-1), respective-

ly; t is time (d); z is the vertical axis positive upward (cm).  
The flux density of liquid water, qL, is defined as (Philip and de Vries, 1957) 
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Where, qLh and qLT are respectively the isothermal and thermal liquid water flux densities (cm 
d-1); h is the matric potential head (cm); T is the temperature (K); and KLh (cm d-1) and KLT (cm2 
K-1 d-1) are the isothermal and thermal hydraulic conductivities for liquid-phase fluxes due to 
gradients in h and T, respectively.  

Using the product rule for differentiation and assuming the relative humidity in soil pores 
keeps constant with temperature (Philip and de Vries 1957), the flux density of water vapour, qV, 
can be written as 
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Where, qVh and qVT are the isothermal and thermal water vapour flux densities (cm d-1), respec-
tively; Kvh (cm d-1) and KvT (cm2 K-1 d-1) are the isothermal and thermal vapour hydraulic con-
ductivities, respectively. Combining Eq. (1), (2), and (3), we obtain the governing liquid water 
and water vapour flow equation: 
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Where, KTh (cm d-1) and KTT (cm2 K-1 d-1) are the isothermal and thermal total hydraulic con-
ductivities, respectively, and where: 

vhLhTh KKK +=              (5) 

vTLTTT KKK +=             (6) 



For the sake of brevity, the detailed description of the modified HYDRUS-1D code is not 
given here, but any interested readers are referred to Saito et al. (2006). 

2.2 Field Measurement 
The soil temperature and moisture data set were collected using the mercury thermometers and 
TSCII sensors, while the surface temperature was measured by an infrared thermometer. Before 
and during the observation period, there was no precipitation, and the conditions in the field 
were reported as but clear skies and light winds. Maximum and minimum air temperatures in 
this field ranged from 28.3℃ to 35℃ (0 p.m. ～2 p.m.) and 10.8℃ to 12℃ (5 a.m.～7 a.m.), 
respectively; the maximum and minimum relative humidity ranged from 85.5% to 97.9% (4 a.m. 
～ 7 a.m.) and 33.2% to 34% (0 p.m.～3 p.m.), respectively. In addition, the atmospheric pres-
sure and wind speed ranged from 1012.25 hPa to 1017.54 hPa and from 0m/s to 1.45m/s. 

The measurement of soil water content by TSCII is based on the determination of soil dielec-
tric constant using the principle of standing-wave ratio (Zhao et al. 2002), according to which 
the soil dielectric constant is proportional to the voltage difference measured by TSCII. In this 
experiment, the measurement of TSCII in sand had been calibrated; the relative root mean 
square error between the calibration equation and the weighted soil water content was 0.0031. 

The soil temperature was measured by the bent stem mercury thermometers, which were de-
signed to measure the soil temperature at depths of 5cm, 10cm, 15cm, 20cm and 30cm. The 
infrared thermometer (Fluck66, Fluke UK Ltd, Norwich, Norfolk) was used to measure the sur-
face temperature. As for the infrared thermometer, the ratio of the distance and spot size was 
30:1, and the emissivity was set as 0.95 suitable for sand at the spectral range from 8μm to 14
μm.. 

2.3 Initial and Boundary Conditions 
The soil profile was considered to be 80cm deep. The spatial discretization of 1 cm was used, 
leading to 81 nodes across the profile. The calculations were performed for a period of 2.5 days 
from 4 October to 7 October in 2004. Discretization in time is varying between a minimum and 
a maximum time-step, controlled by some time-step criterion (Saito et al. 2006). Except for the 
aforementioned geometry and time information, it is necessary to specify initial conditions for 
temperature and matric potential in order to solve this problem by the modified HYDRUS-1D 
code. The initial matric potentials and soil temperatures were determined from measured values 
on 4 October by interpolating the measured values between different depths (Fig.1). Boundary 
conditions at the soil surface for liquid water, water vapour, and heat transport were determined 
from the meteorological data. The modified HYDRUS1D uses the continuous meteorological 
data in the energy balance equation, which is calculated in order to get the surface heat flux, 
which is subsequently used as a known heat flux boundary condition on the soil surface. At the 
same time, the surface evaporation is calculated as the surface boundary condition for the soil 
moisture transport (Saito et al. 2006). The free drainage was considered as the bottom boundary 
condition and the discharge rate assigned to bottom node was determined by the program (Si-
munek et al. 2005). The lower boundary condition for heat transport was a Neumann type boun-
dary condition with a zero temperature gradient. 

 



 
Figure.1 Initial soil temperature and matric potential values 

2.4 Simulation Results 
The hydraulic parameters used in the modeling, for van Genuchten-Mualem model, were θr = 

0.01 cm3 cm-3, θs = 0.39 cm3 cm-3, α= 0.0316 cm-1, Ks=103 cm d-1, and n = 3.3. The predicted 
and observed soil temperatures at depths of 5cm, 10cm, 15cm, 20cm and 30cm were showed in 
Figure.2. The simulation’s goodness of fit was quantified with the following relative root mean 
square error measure: 
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Where, Nw is the number of the measurements; Mi and Ci are measurements and calculations, 
respectively; Max (M1,M2,……,MNw) and Min (M1,M2,……,MNw) are the maximum and mini-
mum value of the measurements. The RRMSE is dimensionless and RRMSE=0 indicates the best 
fit. The smaller is the RRMSE, the better the fit of simulation. The RRMSEs of the temperature at 
depths of 5cm, 10cm, 15cm, 20cm and 30cm were respectively 0.094, 0.108, 0.152, 0.184 and 
0.199. Although there were spiky points at depths of 15cm and 20cm, simulated and measured 
temperatures generally agreed at all five depths and both showed typical sinusoidal diurnal vari-
ation, with the maximum absolute deviation of 5.794 ºC at 20cm depth. 



 
Figure.2 Simulated and measured soil temperatures at all observed depths. 

 
Figure.3 depicts simulated and measured soil water content at two depths. As seen, there is a 

discrepancy between the observed and simulated water contents. The RRMSEs of the water con-
tent at depths of 10cm and 30cm are 0.289 and 0.211, respectively. At 10cm depth, the simu-
lated water content can follow the general trend of observation merely; while at 30cm depth, the 
simulation shows a decreasing trend instead of a variation like the measurement has. However, 
apart from the poor fit of the simulation to the trend of water content variation at 30cm depth, 
the mean of the simulated water contents is close to that of the measurements. The means of si-
mulated and observed water contents are 5.002% and 5.076% at 10cm depth, and 11.222% and 
11.236% at 30cm depth, respectively. Furthermore, the average relative errors at depths of 10cm 
and 30cm are 1.022 and 1.001; both are close to one. It indicated that the simulated water con-
tents could fit the most of measured values fairly well. The average relative error is defined as 
(Kleijnen et al. 2001)  

wii NMCAVRE /)/(∑=     (8) 

Where, the symbols were the same as in Eq.7. To summarize, the modified HYDRUS1D code 
could be applied in the analysis of coupled liquid water, water vapour and heat transport in this 
specific case. 



 
Figure.3 Simulated and measured soil moistures 

3 DISCUSSIONS 
Numerical modelling of isothermal and non-isothermal liquid and vapour flow plays a critical 
role in evaluating the physical processes, that governing soil heating, spatial distribution of wa-
ter, and gaseous exchange between the soil and the atmosphere. In this section, the modified 
HYDRUS1D code was used to produce the hourly profiles of isothermal and non-isothermal 
water vapour fluxes, liquid water fluxes and soil temperatures from 4 October to 7 October 
2004. Then, an interpolation and smoothing program (SURFER) was used to create continuous 
three-dimensional fields for the diurnal pattern interpretation of soil water dynamics. The three 
dimensional fields consisted of a space-time field (two-dimensional field) and a dependent spe-
cific flux or temperature (third dimension). Finally, the basic soil water dynamics were concep-
tualized with a schematic figure. 
3.1 Distribution of Thermal Fluxes in Space and Time Field 
In order to understand the diurnal variation and the mechanism of heating of the soil, there is a 
need to look at the temperature variation in the soil profile. The contour chart of temperature, in 
Figure 4a, shows the hourly variation of soil temperature profiles. Where, the interval of con-
tours was 2℃. 

Before 7 a.m. 5 October, the contours at the surface were sparse and the surface temperature 
varied slowly with the rate of 0.53℃ per hour. From 7 a.m. to 7 p.m. 5 October, the contours 
became dense and the surface temperature fluctuated strongly with the rate of 5.2℃ per hour. 
During this period, the surface temperature increased from 7.4℃ at 7 a.m. to the highest value 
of 42℃ at 1 p.m., and dropped to 14℃ at 7 p.m., which was the changing point for the con-
tours that varied from denseness to sparseness. 

From 7 p.m. 5 October to 6 a.m. 6 October, the contours were sparse again and the variations 
of the surface temperature were reduced. In this period, the surface temperature changed from 
14℃ (at 7 p.m. 5 October) to 8.2℃ (at 6 a.m. 6 October) with the rate of 0.52℃ per hour. Af-
ter 6 a.m., the contours would experience the period of denseness again, in which the surface 
temperature varied strongly. It was important to note that the denseness and sparseness indicated 
the rapid variation and slow variation of soil temperature, respectively. 

As shown in Figure 4a, the density of contours decreased with depth. It indicated that the var-
iation of soil temperature was reduced with depth. During the observation period, the surface 
temperature varied from 6.8℃ to 42℃, while from 17℃ to 18.8℃ at depth of 30cm. At a 
depth of 40cm, the variation of temperature was less than 0.3℃. Note that, since the variation of 
temperature was close to zero below a depth of 40cm, the soil temperature profile information 
below a depth of 40cm depth is not shown herein. 

Figure 4b shows the space-time temperature gradient field, which clearly shows how heat 
transport in soil controls the dependence of the temperature gradient profiles in time and space. 
The temperature gradients were derived from ∆T=(Ti+1-Ti) (℃/cm), where Ti represented the soil 
temperature at a depth of i cm . The variation of contours in Figure 4b was accordant with that 
in Figure 4a. The contours experienced alternatively the sparseness and denseness with time re-
leased, and developed downwards from denseness to sparseness with depth.  



 

 
Figure.4 Distributions of soil temperatures (a) and temperature gradients (b) in space and time 

 
From temperature gradient profiles, it was seen that there was an active layer for heat ex-

change, which was about 10 cm thick right below the ground surface. Between depths of 0cm 
and 1cm, the temperature gradient could reach 6.9℃/cm. At a depth of 10cm, the gradients were 
between 0~0.6℃/cm, and there was very small temperature gradient below depths greater than 
10cm. In addition, there were five contours for the temperature gradient of 0℃/cm, which indi-
cated no heat conduction in the space-time field. Accordingly, these five contours were defined 
as zero heat flux planes.  

There were two types of zero heat flux planes: one was the divergent plane, where the tem-
perature gradient, above and below this plane was respectively positive and negative (upwards 
and downwards); the other was the convergent plane, where the directions of the temperature 
gradient were completely reversed (i.e. downwards and upwards) compared with those to the di-
vergent plane. During the whole observation, there were three divergent zero heat flux planes 
and two convergent zero heat flux planes. The zero heat flux plane could be regarded as the 
‘changing point’, i.e. the point at which the direction of the temperature gradient reversed. The 
divergent planes started in afternoon (4 p.m. ~ 5 p.m.), while the convergent planes happened in 
morning (6 a.m. ~ 7 a.m.). 

  

 
Figure.5 Distributions of the thermal liquid fluxes (a) and the thermal vapour fluxes (b) in space and time 

 
The space-time fields of thermal liquid and vapour fluxes were showed in Figure 5. Corres-

ponding to the zero heat flux planes in Figure 4b, the qLT and qvT field had the zero thermal liq-
uid flux planes (Fig.5a) and the zero thermal vapour flux planes (Fig.5b), both of which were 
sub-classified into divergent and convergent planes according to the definitions of zero heat flux 
planes. The downward propagation of the zero thermal liquid and the vapour flux planes were 
accordant with that of the zero heat flux planes over the simulation period.  

There were ellipses between the planes of divergence and convergence in both qLT and qvT 
fields. The ellipses in qLT field were much more obvious than those in qvT field. The occurrence 
of ellipses was dependent on the thermal liquid and vapour fluxes profiles. According to the qLT 
field (Fig.5a), there were three types of liquid flux profiles:  

a) The first type occurred before dawn (1 a.m. ~ 7 a.m.). During this period, there were only 
the divergent planes existed in the profile. After 7 a.m., the plane of divergence had almost 



reached a depth of 40cm, and liquid flux was upward almost throughout the entire profile above 
40cm. In addition, the bulge of thermal liquid flux moved deeper and deeper with time and the 
peak flux increased with time, which varied from 0.012cm/d at 1 a.m. to 0.02cm/d at 7 a.m. 
(Fig.6a). The increasing upward flux showed that liquid water in deeper soil was drawn to the 
surface layer at night by a temperature gradient. The propagation of the bulge of fluxes indicated 
the formation of the ellipses in Figure 5a; 

 
Figure.6 Different types of thermal liquid flux profiles (a, b, c) and thermal vapour flux profiles (d, e, f) 

 
b) There were only the convergent planes of zero thermal liquid flux that existed in the 

second type profile. The directions of the thermal liquid fluxes were opposite to those in the first 
type. The propagation of the bulge of fluxes was accordant with that in type one, but the direc-
tion was reversed; the peak flux varied from -0.036cm/d at 8 a.m. to -0.04cm/d at 5 p.m. 
(Fig.6b). The second type profiles happened during the day (8 a.m. ~ 5 p.m.), where the conver-
gent plane reached the depth of 24cm. This indicated that the downward flow of the thermal liq-
uid water occurred during day and in the top ~24cm; below a depth of 24cm, the liquid water 
was upward and the peak flux decreased from 0.022cm/d to 0.009cm/d; 

c) The third type profile was the transition between the first type and the second type. Both 
the divergent planes and convergent planes were seen in this profile. The divergent plane was 
above the convergent plane, which indicated that the profile was changing from the second type 
to the first type. The third type profile occurred before midnight (6 p.m. ~12 p.m.). During this 
period, the divergent plane moved from the surface to -15cm, and the convergent plane moved 
from -25cm to -38cm. This indicated that the liquid water flux in the top layer (above -25cm) 
started to be upward and increased after 6 p.m., from 0.004cm/d to 0.01cm/d; below -25cm, the 
liquid water flux started to decrease from 0.008cm/d to 0.001cm/d (Fig.6c). After the upward 
peak flux at greater depth reached zero, the flux profile became the first type again. 

As for the space-time field of the thermal vapour flux (Fig.5b), there were three correspond-
ing types of vapour flux profiles, compared with those in qvT field. From the thermal vapour flux 
profiles, it was seen that the bulges of vapour fluxes, above -20cm, fluctuated from 0.061cm/d to 
-0.177cm/d throughout all profiles (from Fig.6d to Fig.6f); below -20cm, the fluctuation of the 
bulge of flux was small and varied from 0.003cm/d to -0.004cm/d.  

The range of variation for the thermal vapour flux was 0.238cm/d above -20cm and 
0.009cm/d at greater depth, and the corresponding variation range of the thermal liquid flux was 
0.063cm/d and 0.042cm/d. The variation of thermal vapour flux was one order of magnitude 



more than that of the thermal liquid flux in the subsurface layer, while one order of magnitude 
less than that in deeper layer. It indicated that the thermal vapour flux dominated in the top 
~20cm, while the thermal liquid flux dominated at greater depth. 

As shown in Fig.6d, the flow of thermal vapour was upward throughout the entire profile af-
ter 5 a.m., which indicated the first type of thermal vapour flux profile (1 a.m. ~ 7 a.m.). The 
second type of thermal vapour flux profile was showed in Fig.6e, and the thermal vapour flux 
was moving downward in day (from 8 a.m. ~ 5 p.m.). The transition type profile of the thermal 
vapour flux was not obvious due to the small variation of the vapour flux at greater depth 
(Fig.6f). Thus, the maximum thermal vapour flux was only 0.003cm/d below the plane of con-
vergence. However, it was still seen that the evaporation started to develop from the uppermost 
soil to the deeper soil, and that the thermal vapour flux was changing from the second type to 
the first type. 

3.2 Distribution of Isothermal Fluxes in Space and Time Field 
The hourly variation of matric potential was largest near the surface and decreased with depth, 
which indicated that there was an upward driving force for liquid water and water vapour during 
the whole simulation period. The matric potential fluctuated from -3084cm to -94.109cm at sur-
face, while varied from -54.582cm to -49.26cm at -40cm. The rapid variation of the matric po-
tential happened from 10 a.m. to 11 p.m., and was restricted to the uppermost soil layer.  

 
Figure.7 Distribution of the isothermal vapour flux profiles (a) and isothermal liquid flux profiles (b) 

 
The matric potential gradient were decided by ∆h = (hi+1-hi)(cm/cm), where hi represented the 

soil matric potential at a depth of i cm. The variation of the potential gradient, between 0cm and 
-5cm, was most intensive, which indicated the fluctuation of the matric potential gradient was 
strongest near the surface. The gradient varied from 2923.627cm/cm to 1.027cm/cm at surface, 
and varied from 4.229cm/cm to 1.281cm/cm at -5cm. The top 5cm layer could be regarded as 
the active layer for the isothermal flux driven by the matric potential. Below -5cm, the variation 
of the gradient tended to be steady, except for the occurrence of the bulge of gradient in the ini-
tial period. The matric potential gradient was positive throughout the entire profile. 

The variation of the isothermal vapour flux was determined by the matric potential discussed 
above. In the top ~5cm layer, the fluctuation was strong. The isothermal vapour flux varied from 
4.018×10-4cm/d to 6.749×10-9cm/d at surface, and from 2.365×10-7cm/d to 5.132×10-8cm/d at -
5cm. At deeper soil layers, there was almost no fluctuation. For example, at -40cm, the maxi-
mum flux was 5.309×10-9cm/d and the minimum flux was 1.743×10-11cm/d. During the whole 
simulation period, the direction of the isothermal vapour flux was upwards throughout the entire 
profile (Fig.7a). Although the matric potential gradient was upwards throughout the entire pro-
file during the simulation period, the isothermal liquid water flux was not only upward, but also 
downward in the space-time filed. There was a reversal in the direction from upward to down-
ward. From the isothermal liquid flux profiles, there was a plane of divergence developed from -
16cm that fluctuated between -13cm and -17cm. The reason for this was that the isothermal liq-



uid water was driven not only by the matric potential gradient, but also the gravitational gradient 
(Fig.7b). 

4 SOIL WATER DYNAMICS 

Generally, three stages could be recognized from the spatial-temporal distributions of liquid wa-
ter flux and water vapour flux (Fig.8). Due to the isothermal flux profiles kept fixed during the 
whole simulation period, the determination of the stages was corresponding to the occurrences 
of the three types of thermal flux profiles. The isothermal vapour flux was upward through all 
three stages, and it was at least two orders of magnitude less than other fluxes. Considering its 
stability and small magnitude, the isothermal vapour flux would not be discussed in these spe-
cific stages.  

 

 
Figure.8 Schematic illustration of the diurnal soil water dynamics 

 
The first stage started from midnight and ended before dawn (1 a.m. ~ 7 a.m.) (Fig.8, left 

part). During this stage, the isothermal liquid flux, the thermal liquid and vapour flux were up-
ward above the plane of divergence, and downward below this plane. The magnitude of the up-
ward value of thermal vapour flux (0.238cm/d ~ 0.0007cm/d) was similar with that of thermal 
liquid flux (0.202cm/d ~ 0.0002cm/d). Compared to the thermal liquid and vapour flux, the iso-
thermal liquid flux (0.064cm/d ~ 0.0001cm/d) was less significant in this stage. However, below 
the divergent plane, the downward isothermal liquid flux (-0.329cm/d ~ -0.378cm/d) dominated, 
while the thermal vapour flux (-2.146×10-6cm/d~3.833×10-4cm/d) was most insignificant. The 
divergent plane of thermal fluxes developed from -23cm at the beginning of this stage and prop-
agated downward to -36cm at the end. This stage indicated that the upward thermal flux domi-
nated in the upper soil layer, while the downward isothermal flux dominated in the deeper soil 
layer.  

The second stage was in day between 8 a.m. and 5 p.m. (Fig.8, middle part). In this stage, the 
convergent plane of thermal fluxes occurred at -3cm and moved downward to the depth of 
24cm. Above this convergent plane, the magnitude of the downward thermal vapour flux (-
0.244cm/d ~ -2.409×10-3cm/d) was larger than the thermal liquid flux (-0.04cm/d ~ -5.509×10-

5cm/d). However, the thermal vapour flux was not the dominant flux. The magnitude of upward 
isothermal liquid flux (0.423cm/d~0.029cm/d) exceeded the thermal flux above the convergent 
plane. In addition, the downward isothermal liquid flux was over the upward thermal flux below 
the convergent plane. It indicated that the isothermal liquid flux dominated during day through-
out the entire profile. 

The third stage was from evening to midnight (6 p.m. to 12 p.m.) (Fig.8, right part). It was the 
transition stage between the second stage and the first stage. The divergent plane of thermal 
fluxes started from -5cm and ended at -15cm. In the initial period of this stage (6 p.m. ~7 p.m.), 
the upward isothermal liquid flux was over the thermal flux above this divergent plane. In the 
top ~5cm soil layer, the average of the isothermal liquid flux was 0.033cm/d, compared with 



0.031cm/d of thermal vapour flux and 0.004cm/d of thermal liquid flux. During the rest of this 
stage, the average of the thermal vapour flux (0.022cm/d) was close to the average isothermal 
liquid flux (0.021cm/d) and over the average thermal liquid flux (0.005cm/d). The convergent 
plane of thermal fluxes occurred at -24cm and developed downward to -38cm. The direction of 
the thermal liquid flux, thermal vapour flux and isothermal liquid flux were the same between -
15cm and -24cm; however, the isothermal liquid flux was dominant in this soil layer. Below -
24cm, the downward isothermal liquid flux was still the most dominant type of flux. During this 
transition stage, the dominant flux in the top ~5cm soil layer changes from the isothermal liquid 
flux to the thermal vapour flux; at the mean time, the isothermal kept the dominance at greater 
depth. It indicated that the third stage was changing toward the situation in the first stage. 

5 CONCLUSION 

The modified HYDRUS1D code, which refers to the coupled transport of liquid water, water 
vapour and heat, could be applied to further evaluate the mechanisms affecting unsaturated flow 
at the site. It was convenient to use the space-time fields to investigate the propagation of the 
heat and water flow in soil. According to the space-time fields of the nonisothermal and iso-
thermal flux, three stages of the soil water dynamics were determined. Generally, the thermal 
vapour and liquid flux was dominant in uppermost soil layer at night, while the isothermal liquid 
water dominated during the day and in the deeper soil layer. The numerical simulations sug-
gested that the isothermal liquid flux, the thermal liquid flux and the thermal vapour flux should 
be considered in the conceptualization of the unsaturated flow in soil. Although this study was 
for the relative coarse sand in the sand bunker, further studies for sand in natural conditions 
(particularly in desert) are necessary.  
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ABSTRACT: Evapotranspiration rates strongly affect the movement of water and solute in the 
vadose zone. We have implemented into the HYDRUS-1D code Penman-Monteith and Har-
greaves equations to estimate potential evapotranspiration rates. While Penman-Monteith equa-
tion requires information about net radiation, wind speed, minimum and maximum temperatures 
and relative humidity, Hargreaves equation requires only minimum and maximum temperatures. 
The developed code provides users with a lot of flexibility by allowing an input of various com-
binations of meteorological information. The performance of the code is demonstrated using 
meteorological data for Tokyo, Japan (humid climate) and Riverside, CA (semi-arid climate). 
Liquid water flux, water vapor flux, heat transport, root water uptake, and evapotranspiration 
rates were quantitatively evaluated using meteorological data publicly available from local 
weather stations. 

1 INTRODUCTION 

Evaluating evapotranspiration rates from soils is needed for many research applications involv-
ing lysimeter and field studies, as well as for water management of agricultural fields. Potential 
evapotranspiration rates from vegetated soils can be calculated from meteorological data using 
either the Penman-Monteith combination equation (Monteith and Unsworth, 1990; FAO, 1990) 
or Hargreaves equation (Jensen et al., 1997). Since actual evaporation from soils and transpira-
tion from crops are additionally also affected by water contents in the root zone, their evaluation 
requires simultaneous calculations of water flow and root water uptake in soils. 

Penman-Monteith and Hargreaves equations were implemented into the HYDRUS-1D soft-
ware package (Šimůnek et al., 2008). Various combinations of meteorological and crop data can 
be entered in the graphical user interface (GUI) of HYDRUS-1D to evaluate potential evapo-
transpiration rates. Example simulations are presented here to demonstrate this new feature of 
HYDRUS-1D and to evaluate evaporation rates, transpiration rates, water contents, and root wa-
ter uptake using readily available data during the year 2007 from weather stations at Tokyo in 
Japan and Riverside in California. 

2 MODELS 
2.1 Potential evapotranspiration 
The FAO-recommended Penman-Monteith combination equation is as follows (FAO, 1990): 
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where ETp is the potential evapotranspiration rate [mm d-1], λ is the latent heat of vaporization [MJ 



kg-1], Rn is the net radiation at the surface [MJ m-2d-1], G ( ≈ 0 in this study) is the soil heat flux [MJ 
m-2d-1], ρ is the atmospheric density [kg m-3], cp is the specific heat of moist air [kJ kg-1oC-1], ea is 
the saturation vapor pressure [kPa], ed is the actual vapor pressure [kPa], Δ is the slope of the vapor 
pressure curve [kPaoC-1], γ is the psychrometric constant [kPaoC-1], rc is the crop canopy resistance 
[s m-1], and ra is the aerodynamic resistance [s m-1].  

The potential evapotranspiration can also be evaluated using the much simpler Hargreaves equa-
tion (Jensen et al., 1997; Droogers and Allen, 2002): 

( )0.0023 0.408 17.8p a mET R T TR= ⋅ ⋅ +  (2) 

where Ra is the extraterrestrial radiation [MJ m-2s-1], Tm is the daily mean air temperature [oC], and 
TR is the temperature range between mean daily maximum and minimum air temperatures [oC]. 
Potential evaporation, Ep, and transpiration, Tp, fluxes can be calculated from potential evapotrans-
piration using Beer’s law (Ritchie, 1972): 
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where SCF is the soil cover fraction [-], LAI is the leaf area index [-], k ( = 0.463) is the constant 
governing radiation extinction by the canopy [-]. 

2.2 Root water uptake 

The root water uptake rate can be defined according to Feddes et al. (1978) as follows: 

( ) ( ) ( )pS h S h b zα α= = pT  (4) 

where S is the sink term in Richards’ equation [s-1], α (h) is the water stress response function [-
], Sp is the potential root water uptake rate [s-1], and b(z) is the normalized water uptake distribu-
tion [m-1].  

3 HYDRUS-1D GUI FOR METEOROLOGICAL INFORMATION 

Different meteorological data are available for different applications. While a complete set of me-
teorological variables (net radiation, wind speed, temperature, relative humidity, vapor pressure, 
etc) may be available for one application, limited information (or no information at all) may be 
available for other applications. FAO suggested various equations to compensate for the lack of da-
ta (FAO, 1990). Some of these were implemented in the version 4 of HYDRUS-1D to calculate 
potential evapotranspiration rates from sev-
eral combinations of data. Figure 1 shows 
the “Meteorological Parameters” dialog 
window of the HYDRUS-1D GUI where 
users select what type of information they 
have available. While parameters in the up-
per part of the window relate mainly to net 
radiation calculations, parameters in the 
lower part concern crop information (crop 
height, root depth, and LAI). Figure 2 shows 
the “Meteorological Conditions” dialog 
window of the HYDRUS-1D GUI where 
one inputs time variable meteorological data 
(e.g. radiation, air temperature, and relative 
humidity, etc) and time variable crop data 
(crop height, root depth, and LAI).  Figure 1. The Meteorological Parameters dialog 

window of the HYDRUS-1D GUI.  



Figure 2. The Meteorological Conditions dialog window of the HYDRUS-1D GUI.  

4 EXAMPLE SIMULATIONS 

Model performance is demonstrated using me-
teorological data for 2007 for two sites, i.e., 
Tokyo in Japan (35º41’N, 139º46’E, Altitude 6 
m) and Riverside in California (33º58’N, 
117º21’W, Altitude 311 m). Daily maximum 
and minimum air temperatures, averaged rela-
tive humidity, wind speed, sunshine hour, and 
rainfall data for Tokyo were downloaded from 
the Japan Meteorological Agency. Daily max-
imum and minimum air temperatures, averaged 
relative humidity, wind speed, solar radiation, 
and rainfall data for Riverside were down-
loaded from the University of California, Agri-
culture and Natural Resources. Time variable 
LAI and root depth shown in Figure 3 were 
used as crop data for both sites.  
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Figure 3. LAI and root depth as a function of 
time for example simulations.  
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Potential evapotranspiration rates, ETp, calculated using Penman-Monteith equation (eq. (1)), 
and precipitations were used as a surface boundary condition. Free drainage was used as the lower 
boundary condition. Loam and sandy loam from the HYDRUS catalog were used for soil hydrau-
lic properties of Tokyo and Riverside, respectively. Coupled movement of liquid water, water va-
por, and heat (Saito et al., 2006) was simulated using HYDRUS-1D. 

Figure 4 (top) shows ETp calculated using both Penman-Monteith equation (eq. (1)) and Har-
greaves equation (eq. (2)). Although ETp calculated using Penman-Monteith equation fluctuated 
more than the one calculated using Hargreaves equation, reflecting more pronounced changes of 
radiation, relative humidity, and wind speed, the two estimated values agreed well. ETp for River-
side was larger than for Tokyo, because of its semi-arid climate. Figure 4 (bottom) shows potential 
evaporation and transpiration rates obtained by dividing ETp calculated with Penman-Monteith eq-
uation using Beer’s law (eq. (3)). The potential transpiration rate increased from 90th day to 250th 
day depending on the growth of the crop (LAI and root depth). 

Figure 5 shows simulated actual evaporation rates, transpiration rates, and water contents for 
Tokyo and Riverside. Both in Tokyo and Riverside, large evaporation or transpiration rates oc-
curred immediately after precipitations. Since Tokyo has large amounts of precipitation all year 
round, soil water evaporation was large throughout the year, while transpiration reflected the 
growth of the crop. Water contents in the soil also fluctuated throughout the year due to precipita-
tion events and evapotranspiration. Water content changes at a depth of 50 cm were smaller than 
those at other depths because of a decreasing impact of evaporation and root water uptake. On the 
other hand, it was raining only during the first 110 days of the year in the semi-arid climate of Ri-
verside. Therefore actual evaporation rates were much smaller in Riverside than in Tokyo in spite 
of its larger values of potential evaporation rate. The transpiration rate was negligibly small in Ri-
verside because of the shortage of soil water in the root zone. 

 

Figure 5. Precipitations and simulated actual evaporation and transpiration rates (top), 
and water contents (bottom) for the Tokyo (left) and Riverside (right) sites during the 
year 2007.  
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SUMMARY 

This study demonstrates capabilities of the new version (4.0) of the HYDRUS-1D program that 
implements Penman-Monteith equation for calculating potential evapotranspiration rates. Estima-
tions of evapotranspiration rates and water contents in the root zone using readily available meteo-
rological information can be useful for water management decisions involving irrigation and drai-
nage systems. 
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ABSTRACT: The HYDRUS code is considered to be useful for the numerical simulation of the 
simultaneous movements of water and nitrogen in soil. Application of the nitrogen transport 
model to the upland field reveals splitting up the fertilizer applications into at least two times 
could lower the risk of N leaching to groundwater. Another application of the model to the pad-
dy field applied with manure liquid is to estimate the amounts of N transformations (mineraliza-
tion, nitrification, and denitrification) which could not be measured directly. The nitrogen model 
is expected to establish the fertilizer application scheduling and irrigation scheduling for reduc-
ing the nitrogen effluent to environment while supporting and nutrient uptake and profitable 
yields. In the applications of the model, it is very important to determine the appropriate first-
order reaction rate coefficients of N transformations. These coefficients depend on various fac-
tors such as temperature, water content, redox potential, pH, and so on, and should include the 
effect of these factors. We demonstrate the dependencies of nitrification in the upland soil on 
soil temperature and soil water content, the dependencies of mineralization, nitrification, and 
denitrification of the paddy soil on soil depth, and the dependency of denitrification of the pad-
dy soil on infiltration rate. Incorporating of these dependences to the nitrogen transport model is 
needed.  

1 INTRODUCTION 

Groundwater nitrate contamination and eutrophication of water bodies are common problems in 
the world. Quantitative, technical information related to nitrogen is needed to help farmers make 
management decisions that support profitable yields while avoiding environmental degradation. 
Nitrogen transport in soils is modeled numerically incorporating solute transport equation with 
water movement and nitrogen transformations. Various forms of nitrogen exits in soils and soil 
microbes convert nitrogen forms intricately by mineralization, immobilization, nitrification, de-
nitrification, and nitrogen fixation. The HYDRUS-1D code (Šimůnek et al., 2005; 2008) for si-
mulating the one-dimensional movement of water, heat, and multiple solutes in variably-
saturated media is considered to be very useful for the numerical modeling of the simultaneous 
water and nitrogen transports in soils using the Richards’ equation, the convection-dispersion 
equation and the first-order reaction rate equations for nitrogen transformations. We showed 
some examples of applications to upland and paddy soils. Determination of the first-order reac-
tion rate coefficients of N transformations is critical for the appropriate nitrogen transport esti-
mation. N transformations depend on some soil environmental factors. Here, the dependences of 
the reaction rate coefficients of N transformations on soil temperature, soil water content, soil 
depth, and infiltration rate are examined. 
 



2 MODEL DESCRIPTION 

2.1 Nitrogen transformation 
Various forms of nitrogen exist in soil. Nitrogen transformations are the cycling of N among or-
ganic forms, inorganic forms (ammonium: NH4

+, nitrate: NO3
-, nitrite: NO2

-), and gaseous forms 
(molecular nitrogen: N2, nitrous oxide: N2O, ammonia: NH3, nitric oxide: NO). Mineralization 
is defined as the transformation of N from the organic state into the inorganic forms of NH4

+ or 
NH3 (Jansson and Persson, 1982). N immobilization is defined as the transformation of inorgan-
ic N compounds (NH4

+, NH3, NO3
-, NO2

-) into the organic state through the assimilation by soil 
organisms (Jansson and Persson, 1982). The net mineralization is the difference between the 
mineralization and the immobilization and depends on the C/N ratio of soil organic matter. Ni-
trification is the process of the oxidation of NH4

+ into NO2
- and NO2

- into NO3
- by the nitrifying 

bacteria. Nitrification takes place in virtually all soils where NH4
+ is present and conditions are 

favorable with respect to the major factors of temperature, moisture, pH, and aeration (Schmidt, 
1982). Nitrifying bacteria are strictly aerobic and prefer nearly neutral conditions (pH=7). It was 
reported that N2O emitted during nitrification of NH4

+ (Cheng et al., 2004). Denitrification is the 
respiratory process by the denitrifying bacteria in the absence of molecular oxygen (O2) while 
reducing NO3

- or NO2
- to N2 and/or N2O. The pathway of N oxide reduction during denitrifica-

tion is generally thought to be (Firestone, 1982): 

     NO3
-→NO2

-→NO→N2O→N2 

In paddy soil, NO3
- moves to the reduced layer just below the surface layer with infiltration and 

is denitrified in the reduced layer in paddy soil. Biological N fixation is the transformation of 
atmospheric N2 into NH4

+ by the nitrogen-fixing microorganisms. Volatilization of NH3 is the 
chemical process through which NH4

+ in soil is returned to the atmosphere and depends on soil 
pH, wind speed, and NH3 concentration in the atmosphere (Ritter and Bergstrom, 2001). Volati-
lization of NH3 increases from alkaline soil induced by the excessive fertilization and from 
ponding water, in which the activity of photosynthetic organism is high, in a paddy field. At-
mospheric NH3 returns to soil by dry and wet depositions. 

As mentioned above, N transformations are very complicated processes which are affected by 
various soil environmental factors (temperature, water content, pH, redox potential, C amount, 
etc.). It is important to simplify the N transformation processes in order to incorporate them into 
the convection-dispersion equation. Oxidation of NO2

- in the process of nitrification is more 
rapid than that of NH4

+, so that only rarely in natural soils is there more than trace amounts of 
NO2

- present (Schmidt, 1982). Furthermore, we can lump N2, N2O, NO, and NH3 together as ga-
seous N (Gas-N). Simplified N transformation model is given in Figure 1. 
 

Org-N NH4-N NO3-N

Volatilization
Nitrification

Gas-N

Gas-N

Mineralization Nitrification Denitrification  
 

Figure 1. Simplified soil N transformation model. 
 
N transformation processes are considered to be the chain reactions in chemical kinetics as 
shown in Figure 1. Temporal change in concentration of each form is expressed by the reaction 
rate equation. Most N transformations can be formulated by the first-order reaction rate equa-
tions, 
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where C is the concentration of N component in soil (mgN g-1), t is time (h), and k is the first-
order reaction rate coefficient (h-1). Subscript min means mineralization, nit means nitrification, 
den means denitrification, and los means loss of N to the atmosphere by volatilization and nitri-
fication. For examples, Tanji et al. (1979) and Zak et al. (1999) provided the value of k for mi-
neralization. Ma et al. (1999) estimated the values of k for nitrification and denitrification. 

2.2 Nitrogen transport 
Governing equations of N components transport are the combination of the N transformation 

model and the convection-dispersion equation considering the adsorption of organic N and 
NH4-N and the nutrient uptake by the plant root. The one-dimensional partial differential equa-
tions governing three N components transport and transformations in a variably saturated por-
ous media without the loss to the atmosphere by volatilization and nitrification (klos=0) are 
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where c is the soluble concentration (mgN cm-3), s is the adsorbed concentration (mgN g-1), ρ is 
the bulk density (g cm-3), D is the dispersion coefficient (cm2h-1) for soluble component, θ is the 
volumetric water content, q is the Darcian fluid flux density (cm h-1), z is the vertical coordinate 
(cm), t is time (h), and S is the root uptake term (cm3cm-3h-1). Adsorption isotherms for organic 
N and NH4-N obtained from the measurements were fitted to the linear adsorption equation or 
the Freundlich type equation. Sorption of nitrate was considered to be negligible. The dispersion 
coefficient of soluble substance is calculated by the longitudinal dispersivity (DL), the molecular 
diffusion coefficient in free water (Dw), the tortuosity factor in the liquid phase (τ), and q. 

τθ+=θ wL DqDD                         (7) 
DL can be determined using the optimization based on the measured concentrations of N com-
ponents (Nakamura et al., 2004). Dw was 0.064 and 0.069 cm2h-1 for NH4-N and NO3-N, respec-
tively (Ma et al., 1999). Dw of organic N was assumed to be 0.06 cm2h-1. The k means the first-
order transformation rate constant. Subscript (w) and (s) for the kmin and knit mean the conversion 
of soluble N component and adsorbed N component, respectively. But, it is impossible to speci-
fy exactly whether soluble component only, adsorbed component only, or both forms of N are 
converted in the processes of mineralization and nitrification. There are no research examples 
on this issue. It is assumed in the later model applications that both forms of N components 



were simultaneously converted at the same rate (kmin(w)=kmin(s) and knit(w)=knit(s)). These first-order 
reaction constants can be estimated based on the batch tests (Nakamura et al., 2004). 

Vertical water movement in isotropic soil is computed by solving Richards’ equation, 
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where K is the unsaturated hydraulic conductivity (cm h-1) and h is the pressure head (cm). 
The numerical simulation of Equations (4)-(6) with soil water movement which is formulated 

by Equation (8) was conducted by using Version 3.0 of HYDRUS-1D, a software package for 
simulating water, heat, and solute movement in one-dimensional variably saturated media on the 
basis of finite element representation of the governing equations (Šimůnek et al., 2005). Naka-
mura and Toride (2007) demonstrated the possibility of the application to the upland soil and 
the paddy soil by setting the first-order reaction rate coefficients for the oxidized layer and the 
reduced layer. 

3 APPLICATIONS OF MODEL TO AGRICULTURAL FIELDS 

3.1 Fertilizer management in an upland field 

3.1.1  Introduction 
Inadequate management of N in agricultural environment has induced various environmental 
problems related to N, for example, eutrophication of lakes or ponds, global warming by N2O, 
and groundwater NO3

- contamination. Groundwater NO3
- contamination caused by excessive 

fertilizer application is a common problem in field crops and dairy areas all over the world. Jap-
anese agricultural areas are no exception. 

Various management practices have been proposed to control NO3
- leaching to groundwater. 

Adequate fertilizer application is a key issue. Split-application of N fertilizer during a cropping 
period is generally known to reduce the leaching potential for NO3-N (Nakamura et al., 2004). 

3.1.2  Materials and methods 
We performed a long-term assessment of split-application practices for reducing N leaching in 
cultivated Japanese upland soils (sand and andosol, which were sampled in Tottori Prefecture, 
Japan) combining experimental and simulation approaches. N transformation considered in this 
study was only nitrification because batch tests showed that only nitrification occurred in both 
unsaturated upland soils. We used the HYDRUS software package to simulate several irrigation 
and fertilizer management scenarios based on 1992-2000 meteorological data including water 
and nutrient uptakes by two crops, watermelon and tomato. They are grown during each calen-
dar year. The root zone was set to be 30cm deep with uniform root distribution during the entire 
two growing seasons of each year. Availability of HYDRUS was confirmed through the results 
of transient nitrogen and water transport experiments using soil columns with an inside diameter 
of 5cm and a length of 30cm. 

3.1.3  Results and discussions 
Figure 2 shows the simulated temporal changes in the cumulative seepage N fluxes for the an-
dosol. It was concluded that two split applications instead of a single lumped application re-
duced the N leaching fraction by approximately one-third for the specific Japanese soils and 
climate conditions simulated. In the sandy soil, a three-way split resulted in further leaching re-
ductions compared to the two-way split. Six-way split applications did not result in further N 
leaching improvements in either sand or andosol. Split application increased N root uptake and 
lowered the amount of soluble N in the deeper soil profiles. 

We can recommend that in fertigation, combining irrigation and fertilizer application, where 
it is easy to control the amount and frequency of water and fertilizer, split fertilizer application 
should be implemented to the maximum extent possible. This will also reduce the risk of leach-



ing losses due to unforeseen rainfall events. In conventional broadcast application of fertilizer, it 
is recommended to split the necessary amount of fertilizer into at least two applications to lower 
the risk of N leaching to groundwater. 

The leaching risk simulations showed that timing of rainfall or irrigation relative to fertilizer 
application is as critical as the total amount of precipitation or irrigation during growing season 
and the large amount of interannual variability in N leaching was observed. These explain the 
difficulties encountered in field experiments to establish definite benefits based on only 1 to 3 yr 
of experimental data. Simplified models and sensitivity analyses such as the one implemented 
here considering more realistic physical transient water and N movement in the root zone can 
provide a significant scientific basis for the evaluation of alternative nutrient management me-
thods. 
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Figure 2. Temporal changes in the precipitation and irrigation (cm d-1) and simulated temporal changes in 
the cumulative seepage N fluxes for the andosol. Heavy solid, heavy gray solid, thin solid, and thin dot-
ted lines represent the case of lumped (A-1), two-split (A-2), three-split (A-3), and six-split (A-6) appli-
cations, respectively. Symbols represent the timing of NH4-N applications for each scenario. 
 
 
 
 

3.2 Nitrogen transformations in paddy soil applied with manure liquid 



3.2.1  Introduction 
The methane fermentation technique produces power and heat by the treatment of animal waste 
and leftover food. This technique is nowadays drawing public attention as a good option for uti-
lization of biomass resources. However, treatment of the by-product of fermentation, called me-
thane fermentation manure liquid (ML), has been very costly. For establishing the sustainable 
recycle system of the by-product in a region, we should examine the possibility to apply this 
ML to paddy fields as a fertilizer because it contains NH4-N, organic N, phosphorous, and po-
tassium. When the ML application to paddy plots is considered, it is important to examine 
whether specific application design is necessary since the ML contains high level of organic 
compound unlike in the case of the chemical fertilizer. 

Most of existing researches on nitrogen fate in the agricultural soils applied with organic mat-
ter such as dairy effluent, compost, or crop residues have covered various upland fields. For ex-
ample, Woodard et al. (2002) evaluated forage system with dairy effluent; Nendel et al. (2004) 
derived the N-mineralization potential for vineyard soils applied with bio-waste compost; Za-
man et al. (2002) conducted a pasture field experiment applied with dairy shed effluent. Nitro-
gen mineralization in aerobic paddy soils was estimated by Roelcke et al. (2002). Only a limited 
amount of research for the actual paddy plot and under the condition of water flow has been car-
ried out. Therefore, there is a need to improve our understanding for the actual paddy plot ap-
plied with organic compounds and to model nitrogen transformation with water and nitrogen 
transport phenomena. Details were reported in Nakamura et al. (2007). 

3.2.2  Materials and methods 
We set up one field plot applied with the ML in Kyoto Prefecture, Japan and measured soil 
quality and ponding water quality in 2005 and 2006. Soil was sampled from three zones (soil 
surface to 10cm deep, 10cm to 20cm deep, and 20cm to 30cm deep) at the same locations as 
ponding water sampling. Concentrations of DTN (dissolved total N), NH4-N, NO2-N, and NO3-
N in the soil solution were measured after the extraction with distilled water. Total DTN and 
NH4-N including adsorbed components were determined after extraction with 100g L-1 of KCl 
solution. 

In order to estimate the first-order reaction rate coefficients for N transformations in the pad-
dy soil, three types of batch tests were conducted. The first experiment was the oxidized soil 
test, in which the ML was titrated onto the paddy soil in containers to ensure homogeneous soil 
moisture distribution corresponding to 0.8 of saturation and the (NH4)2SO4 solution was similar-
ly titrated corresponding to 200mgN kg-1 dry soil to the separate containers. After the solution 
was added, containers were incubated in the dark at 25oC for 0, 2, 7, 14, 21, and 28d. At the end 
of each incubation period, concentrations of items in each soil similar to the above were ana-
lyzed. The second one was the reduced soil test, in which the ML or the KNO3 solution was ap-
plied to the soil corresponding to 1.0 of saturation. The KNO3 solution was applied correspond-
ing to 200mgN kg-1. Then, distilled water was added in order to set the submerged condition in 
containers. Analyzed items and manner were same as in the case of the oxidized soil test. The 
third one is the ML volatilization test, in which original ML was stood still in the 1L of contain-
er with air vents and concentration of NH4-N was measured in order to estimate volatilization 
rate in the above two batch tests. 

Furthermore, the experiment was conducted to investigated the amount of volatilized NH3 at 
the ML application using a cylindrical soil column with an inside diameter of 24cm and a length 
of 30cm. Original ML was diluted to have the almost same NH4-N concentration (107mgN L-1) 
as the actual ponding water in the ML plot after the basal application in 2006, and applied to the 
soil columns saturated with distilled water. Steady drainage flux from the bottom outlet of a 
column was 0.025cm h-1. Ponding depth was kept to be 5cm by applying distilled water. Expe-
rimental period was about 140 hours. During the experimental period, NH3 volatilized from 
ponding water was trapped in sulfuric acid solution and NH4-N concentration in this solution 
was measured.  

A numerical N transformation and transport model was applied to determine the amount and 
the timing of mineralization. The numerical simulation model used was Version 3.0 of HY-
DRUS-1D (Šimůnek et al., 2005). We considered three N components (organic N, NH4-N, and 
NO3-N) in paddy soil applied with the ML. In the model here, volatilization of NH4-N was as-
sumed to occur not from the soil, but from the ponding water because the ML was applied along 



with irrigation water and then only irrigation water was run into a ML plot until the ML went 
around the plot. When the ML was applied as basal fertilizer, soil puddling was conducted at the 
same time. It was considered that almost NH4-N existed in the murky ponding water. We esti-
mated the amount of mineralization after the ML application as the basal fertilizer in 2006 based 
on the simulation model neglecting water and nutrient uptakes due to the early growing stage of 
rice. Calculation duration was 33 days from June 3 to July 6 after the basal application. Because 
the surface of paddy plot was flooded during this period, we assumed that saturated steady wa-
ter flow occurred in soil layer and set the saturated hydraulic conductivity to be 0.1cm h-1 as wa-
ter flux. In general, paddy soil layer consists of oxidized layer and reduced layer (Kyuma, 
2004). Oxidized layer is formed at the surface layer and its thickness is reported a few millime-
ters to 1 centimeter (Suzuki et al., 1999). Reduced layer is formed under the oxidized layer. In 
this simulation, the thickness of oxidized layer was assumed to be 0.5cm and that of reduced 
layer to be 49.5cm. The upper boundary conditions for organic N and NH4-N were given by the 
concentrations. We set organic N concentration as the amount of applied organic N divided by 
the infiltrated amount by soil water flow during 12 days. The rate of infiltrated amount of organ-
ic N was assumed to be constant. We set NH4-N concentration as the amount of applied NH4-N 
divided by the infiltrated amount and the volatized amount from ponding water, which was es-
timated based on the NH3 volatilization experiment, during 12 days because nitrogen concentra-
tions in ponding water went down to lower values in about 12 days after the ML application. 
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Figure 3. Measured and calculated soil NH4-N concentration changes in the plot applied with the ML. 
Dots represent measured data and lines calculated results. 
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Figure 4. Simulated amount of N transformations (mineralization, nitrification, denitrification, and volati-
lization) and infiltrated N components after the basal ML application. 

3.2.3  Results and discussions 
The upper N boundary conditions were considered to be adequate because the change in NH4-N 
concentration at the upper boundary estimated in this calculation was consistent with the meas-
ured concentrations of ponding water. Simulated NH4-N concentration including adsorbed and 
soluble components is shown in Figure 3 with measured data. Calculated NH4-N at the surface 
soil layer could represent the changing trend, but the rapid increasing of NH4-N could not be 
represented in the simulation. This is considered to be due to the effect of soil puddling at the 



ML application and the uncertainty of soil water flux. Though there is room for improvement of 
the simulation conditions, we could figure out the trend of N transformations in soil. 

The cumulative amounts of mineralization, nitrification, and denitrification, volatilization and 
infiltration of organic N and NH4-N are shown in Figure 4. The cumulative volatilization 
amount (1.8 kg (10a)-1) reached 28% of applied NH4-N (6.5kg (10a)-1). The cumulative minera-
lized nitrogen was 2.5 kg (10a)-1. Loss of NH4-N by volatilization was compensated by minera-
lization of organic nitrogen. The amounts of nitrification and denitrification were very small. 

It is necessary to determine the timing of manure liquid application for higher N use efficien-
cy considering mineralization rate and amount in soil and the rate of volatilization. The simula-
tion model developed here is useful for the adequate plan of the ML application for rice growth. 
Future task is the establishment of the improved N transport model including N uptake by rice, 
evapotranspiration, rainfall, and distribution of oxidized and reduced zone during irrigation and 
non-irrigation period. 

4 CHARACTERISTICS OF THE REACTION RATE OF N TRANSFORMATION 

The N transport model in upland soil and paddy soil using HYDRUS code is useful tool to de-
sign the best management practices of water and fertilizer in the agricultural field. However, in 
spite of N transformation depends on various soil environmental factors as mentioned in section 
2.1, we should give the first-order reaction rate coefficients of N transformations for each soil 
material set in the computational domain. Determination of the first-order reaction rate coeffi-
cients is critical for the appropriate simulation results. Here, characteristics of dependence of N 
transformation on some factors are described. 

4.1 Temperature dependence and soil water content dependence 
We conducted the batch tests to examine the temperature dependence and the soil water content 
dependence of nitrification of andosol sampled at an upland plot in Tottori Prefecture, Japan. 
The (NH4)2SO4 solution was titrated onto the soil in containers to ensure homogeneous soil wa-
ter distribution corresponding to 0.6 of saturation. Soil containers were incubated in the dark at 
5, 15, 25, and 35 oC. Similarly, the (NH4)2SO4 solution was titrated onto the soil to ensure soil 
water content corresponding 0.25, 0.4, 0.8, and 1.0 of saturation. These soil containers were in-
cubated at 25 oC. Measured items were same as mentioned in section 3.2.2. The first-order reac-
tion rate coefficients for nitrification were estimated for the rate of NO3-N increase. Symbols in 
Figure 5 showed the temperature dependence and the water content dependence of nitrification 
reaction rate coefficient. 

N transformation depends on soil water and soil temperature. In the latest version 4 of HY-
DRUS-1D (Šimůnek et al., 2008), temperature dependence and water content dependence of 
reaction parameters can be newly incorporated. 

The temperature dependence of reaction parameters is expressed by the modified Arrhenius 
equation in HYDRUS. 
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where ar and aT are the values of the coefficient being considered at a reference absolute tem-
perature Tr

A and absolute temperature TA, respectively, Ru is the universal gas constant, and Ea is 
the activation energy of the particular reaction or process being modeled. Solid line in Figure 
5(a) showed the fitted curve at temperature in the range of 5 to 25oC. The nitrification rate coef-
ficient at 35oC was not explained by the Equation (9). It is necessary to incorporate the limita-
tion factor to decrease the reaction rate coefficients of N transformations at higher temperature 
related to soil microbes. 

The soil water dependence of reaction parameters is expressed by the following equation in 
HYDRUS. 
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where ar and a are the values of the coefficient being considered at a reference water content θref 
and actual water content θ, respectively, and B is the substance dependent value (usually 0.7). 
The reference water content, θref which can be different for different soil layers is calculated 
from the reference pressure head href, which is considered to be constant for a particular com-
pound. When the actual water content θ is more than θref, a equals to ar, which is the maximum 
value of a. It means that the increase of soil water content induces the increase of the value of 
reaction parameters. N transformation, however, also depends on soil redox condition. The in-
crease of soil water content and the oxygen consumption might cause the development of reduc-
tion state and the decrease of nitrification rate. It is insufficient to consider only water content 
dependence. 
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Figure 5. Temperature dependence and the soil water content dependence of the first-order reaction rate 
coefficient of nitrification for the andosol. Symbols represent the measured values. Solid lines represent 
fitted curves by Equations (9) and (10). 

4.2 Soil depth dependence 
N transformation reaction rate coefficients for mineralization, nitrification, and denitrification 
are expected to be dependent on soil depth. We conducted the batch tests for paddy soil sampled 
from the three layers (soil surface to 30cm deep, 30cm to 60cm deep, and 60cm to 90cm deep) 
at a paddy plot in Shiga Prefecture, Japan. Two types of batch tests were conducted. The first 
experiment was under the condition of the oxidized and unsaturated paddy soil, in which the 
(NH4)2SO4 solution was titrated onto the soil in containers to ensure homogeneous soil moisture 
distribution corresponding to 0.8 of saturation. Added NH4-N corresponded to 0, 100, 200, and 
300mgN kg-1. After the solution was added, containers were incubated in the dark at 25oC for 0, 
2, 7, 14, 21, and 28d. Measurements were similar to section 3.2.2. Additionally, total N and total 
C of soil were analyzed by dry combustion method. The second one was under the condition of 
the reduced and submerged soil, in which the KNO3 solution was applied to the soil correspond-
ing to 1.0 of saturation. The KNO3 solution was applied corresponding to 0, 9, 19, and 280mgN 
kg-1. Then, distilled water was added in order to set the submerged condition in containers. In-
cubation periods were 0, 2, 6, 11, 21, and 37 d. Analyzed items were same as in the case of the 
oxidized soil test. 

Temporal changes in measured N forms exhibited the zero-order N transformation reaction 
rate as shown in Figure 6. Because temporal changes in concentrations of N components in 
these batch tests were fitted more adequately by the zero-order reaction equations rather than the 
first-order reaction equations, reaction rate coefficients for the soil used here were assumed to 
zero-order. Reaction rate coefficients are derived into a chain reaction as follows. The zero-



order reaction rate coefficient of mineralization kmin could be estimated from the temporal 
change in organic N. The zero-order reaction rate coefficient of denitrification kden could be es-
timated from the temporal change in inorganic N (NH4-N + NO2-N + NO3-N) and the value of 
kmin estimated already. The zero-order reaction rate coefficient of nitrification knit could be esti-
mated from the temporal change in the sum of NO2-N and NO3-N and kden. Volatilization of 
NH3 from the containers was neglected because soil solution was not alkaline. Figure 7 shows 
the soil depth dependence of reaction rate coefficients and the concentration of total C at the 
start of the tests. 

The reaction rate coefficients of all N transformations were the highest in the soil layer near 
the soil surface. The concentration of total C was also the highest near the soil surface. Especial-
ly, the denitrification rate coefficient might be affected by the total C distribution in soil profile. 
The number of soil microorganisms contributing to mineralization, nitrification, and denitrifica-
tion might be smaller in deeper soil zone. In HYDRUS, different reaction rate coefficients can 
be given by setting different soil materials. Because the decrease of reaction rate coefficient 
with depth is in an exponential or a linear manner, it is considered to be convenient to set up 
some functions of the soil depth dependence of reaction rate coefficients. 
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(a) Oxidized and unsaturated soil test 
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(b) Reduced and submerged soil test 

Figure 6. Temporal changes in the concentrations of organic N, inorganic N, NO2-N+NO3-N, and NH4-N 
in the soil layer from the soil surface to 30cm deep in (a) the oxidized and unsaturated soil test and (b) the 
reduced and submerged soil test. Organic N and NH4-N are total amounts including soluble and adsorbed 
components. Solid lines represent are fitted by using the zero-order reaction formula for N transforma-
tions. 
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Figure 7. Soil depth dependence of the zero-order reaction rate coefficients of N transformations and the 
initial total C concentration for the oxidized soil test and the reduced soil test using the paddy soil. 

4.3 Infiltration rate dependence 



It is considered that the infiltration rate may affect on the amounts of denitrification. We con-
ducted a laboratory experiment using the soil column (Watanabe et al., 2008). Paddy soils, 
which were sampled in Kyoto Prefecture, Japan, were packed in soil columns with inside di-
ameters of 10.5cm and lengths of 40cm, and subsequently saturated by ponding. Different infil-
tration rate was given to each soil column by setting different hydraulic gradient. Top-dressing 
of the KNO3 solution was given continuously during the experimental period and methanol, 
which is a hydrogen donor and carbon source for denitrification, was additionally applied from 
8 days after the start of the experiment till the end. Concentrations of cations and anions includ-
ing NO3-N in leachate and soil solution at three different depths (2.5, 17.5, and 32.5cm deep) 
were measured. We investigated the relationship between the ratio of denitrified nitrogen to 
NO3-N input and the infiltration rate (Figure 8). Under the soil condition limited by methanol, 
the ratio of denitrification to NO3-N input decreased linearly with increasing infiltration rate 
from 100 to 450 mm d-1. Below the infiltration rate of 200 mm d-1 under rich methanol condi-
tion, the denitrification rate was not controlled by the infiltration rate. The relationship between 
denitrification rate and infiltration rate depended on the amount of carbon in the soil. 

We estimated the first-order denitrification rate coefficients for the low infiltration rate 
(192.5mm d-1) and the high infiltration rate (447.1mm d-1) from the measured NO3-N concentra-
tion of the leachate under the condition limited by methanol using the inverse solution proce-
dure of HYDRUS-1D version 4 (Šimůnek et al., 2008). The steady water flow was assumed. 
The estimated first-order denitrification rate coefficient was 0.505 d-1 for the low infiltration rate 
and 0.104d-1 for the high infiltration rate. The possibility of the infiltration rate dependence of 
the first-order reaction rate coefficient of N transformation was shown. 
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Figure 8. Relationship between the denitrification ratio, defined as the ratio of denitrified N to NO3-N in-
put, and the infiltration rate in a paddy soil. HIGH and LOW mean high and low hydraulic gradient, re-
spectively. Solid line represents the approximate relationship under the condition limited by methanol. 

5 CONCLUSIONS 

If we can set the first-order reaction rate coefficients of N transformations adequately consider-
ing the redox characteristics of soil profiles, the temperature dependence, the soil water content 
dependence, the soil depth dependence, the soil C dependence, and the infiltration rate depen-
dence, and so on, it is possible to establish the appropriate N transport model for agricultural 
soils, estimate the amount of N transformations, and suggest the best water and N management 
practices to reduce N loads to environment. More examination on the characteristics of N trans-
formation rate should be conducted. Furthermore, the simultaneous water, heat, and nitrogen 
transport model including redox potential, pH, and the concentration of C as variables may be 
necessary. 
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ABSTRACT: Transport of colloids in subsurface is the underlying process governing colloid-
facilitated contaminant transport in soils causing groundwater contamination. Colloid attach-
ment and straining are known as key mechanisms of colloid retention/filtration in porous media. 
This study investigated attachment and straining of colloid-sized glass beads (diameter  1-10 
µm) and soil colloids (diameter less than 1 µm) extracted from a volcanic ash soil in saturated 
sand (Toyoura sand) by means of a series of column experiments at several colloid concentra-
tions and flow rates. In the column experiments, colloid breakthrough and breakdown curves in 
the effluents as well as colloid deposition profiles in sand columns were examined. Results re-
vealed strong dependence of colloid transport on flow rates. Numerical analysis was carried out 
using HYDRUS 1D program code based on one-site (first-order Langmurian attachment & de-
tachment) as well as two-site (first-order Langmurian attachment, detachment and straining) de-
position models. Numerical analysis revealed that both analyses failed to capture the multi 
peaks in deposition profiles. 
                                                                                                                                                             

1 INTRODUCTION 

Colloidal particles with effective diameter less than 10μm (e.g. clays, metal oxides, humic sub-
stances, microorganisms etc.) are ubiquitous in soil pore waters. Owing to their smaller size 
(high specific surface area) and high surface charge (predominantly electronegative), colloids 
are highly reactive in subsurface environments. As a result, highly sorptive contaminants adsorb 
onto mobile colloids and transport into groundwater causing groundwater contamination. Grow-
ing body of literature bears strong evidences to colloid-facilitated transport of various contami-
nants such as radioneuclides , heavy metals, pesticides, microorganisms etc. Transport and re-
tention of colloids in porous media is the underlying process governing colloid facilitated 
contaminant transport. 

Both colloid attachment and straining play the dominant role in retention/filtration of colloids 
on porous media. Colloid attachment/detachment is a result of net interaction potential of collo-
ids and grains i.e. the sum of the electrostatic double layer force, van der Waals forces, etc. 
(DeNovio et al., 2004) whereas colloid straining is the entrapment of colloid particles at the 
pore throats in down gradient flow that are too small for particle passage (Bradford et al., 2004). 
Further, colloid retention is influenced by various physicochemical parameters including initial 
colloid concentration and flow rate. 

Although the understanding of colloid transport and retention has improved quite significant-
ly over the past decade, mutual interactions among colloids and porous media still remains 
poorly understood. 

This study investigated transport and retention of colloid-sized glass beads (1-10μm) and soil 
colloids (less than 1 μm) in saturated Toyoura sand. Breakthrough and breakdown profiles of 



 

 

colloids and tracer (Bromide) were observed at different colloid concentrations and flow rates 
by means of a series of column experiments. Colloid retention profiles for glass beads colloids 
were also observed.  

HYDRUS 1D program was used to simulate colloid transport and deposition kinetics. Results 
of two different approaches to model colloid deposition kinetics are presented herein; One-site 
deposition model (including first-order Langmurian attachment and first-order detachment 
models) and two-site deposition model (including first-order straining model coupled with depth 
dependant straining function in addition to the aforementioned attachment and detachment 
models).  

2 MATERIALS AND METHODS 

2.1 Artificial rain water and colloidal solutions 
 
Artificial Rain Water (ARW) was used as the eluent solution in all column experiments. The 
composition of ARW was 0.085mM NaCl2 and 0.015mM CaCl2. The ionic strength of the solu-
tion is close to that of natural rainwater. 

Two kinds of colloidal solutions, Barium-Titanate glass beads solution and water dispersible 
soil colloidal solution (WDC), were employed in this study. For glass beads, colloidal solution 
was prepared by mixing correct mass of glass beads (MBP 1-10, The Association of Powder 
Process Industry and Engineering, Japan.) in ARW and by stirring for 1hour to obtain a uniform 
solution. The procedure of the preparation of soil colloidal solution is illustrated in Fig.1.  The 
particle size distribution of each colloid type is shown in Fig.2. Table 1 shows the properties of 
both colloidal solutions. 0.01M NaBr was also added to colloidal solutions to observe the simul-
taneous transport of conservative tracer (bromide).    

 
 
 
 
 
 
 
 
 

 
 
 
 
 

 

 

Solution Initial Concen-
tration( Co ) 

(mg/L) 

pH EC 
(mS/m)

†ς- Potential  
(mV) 

BT glass beads          
(dc= 5.1µm) 250 6.1~6.8 1.3~1.5 -25.3 

Soil Colloids 
(dc=0.45µm) 

 
30~110 6.4~7.1 9.3~9.6 -13.4 

125g of Soil (Nishi Tokyo)  

1L of     
ARW 

26.3cm 

100

80

μ = 5.1μm,                            
σ = 0.21μm 

μ = 0.45μm,          
σ = 0.14μm 

Soil                              
colloids                              Glass beads        

colloids              

60

40

Shaking     
60rpm       

24 hrs, 25oC

Keeping     
undisturbed    
20 hrs, 25oC

Soil 20Filtration  +     
ARW    1μm        

0
1 10 1000.1

Fig.1 Main steps in extraction of soil colloids Fig.2 Particle size distribution of two                 
colloid types 

Table 1. Properties of colloidal solutions 

† measured at natural pH. 



 

 

2.2 Column Experiments 
Toyoura sand was used as the porous media in all column experiments. The mean diameter 
(d50), particle density, dry bulk density and hydraulic conductivity are 0.18 mm, 2.64 g/cm3, 
1.58 g/cm3 and 78.1 cm/hr respectively. The height and internal diameter of the column were 
10cm and 4.91cm (Fig.3). A porous plate covered with a 105μm nylon mesh was placed at the 
bottom of the column to prevent loss of sand in the column. The cleaned Toyoura sand was wet 
packed (water level kept above sand surface) inside the column incrementally in 1cm layers. 
Initially 3 pore volumes of ARW was applied downward at a steady flow rate, after which a 
three-way valve was used to switch to the colloidal solution 
with 10 pore volumes, followed by another 5 pore volumes of 
ARW. The effluents were collected at an automatic fraction 
collector and the volume of the effluents, turbidity (turbidime-
ter 2100P, HACH), tracer concentration (Ion chromatograph, 
SHIMADZU, JP) particle size distribution (nano particle size 
analyzer, SALAD 7100, SHIMADZU, JP), EC and pH were 
determined.  

Following completion of colloid transport experiment, the 
packed bed was dissected into 1cm sections and retained collo-
ids were resuspended by ultrasonic vibration and extruded by 
filtration in order to obtain spatial distribution of retained col-
loids. Linear relationships between measured turbidity (NTU) and 
colloid concentration (mg/L) was developed and used to estimate 
colloid concentration. 

3 NUMERICAL MODELLING 

The governing equation of colloid transport was based on the classical Fickian-based one di-
mensional convection-dispersion equation, but modified to take account for colloid deposition.  
 
 
 
 
 
where c [ML-3] is the aqueous phase colloid concentration, cS [mM-1] is the solid phase (depo-
sited) colloid concentration, s

C
ρ [ML-3] is soil bulk density, wθ [-] is colloid accessible water con-

tent (assumed to be equal to total water content in this study), cD [L2T-1] is hydrodynamic dis-
persion coefficient and  [LT-1] is the volumetric flux density of the colloids. c

In order to describe the essential features of colloid breakthrough as well as colloid deposi-
tion, the applicability of two filtration models was examined in this study. The one-site deposi-
tion model, including first-order attachment and detachment can be presented as follows; 

q

 
 
 
 

where c  is the [mM-1] is the attached solid phase concentration, [T-1] and dck [T-1] are 
first-order attachment and detachment coefficients respectively. Here, s

attS ack
ψ [-], the colloid reten-

tion function, is assumed to be a Langmurian dynamic blocking function as expressed below; 
 
 
 
                                                                                            

where [mM-1] is the maximum solid phase concentration. maxS
 

Fig. 3. Schematic of set up of       
column experiment 

z
Cq

z
C

D
zt

S
t
C ccc

cw
c

s
cw

∂
∂

−⎟
⎠
⎞

⎜
⎝
⎛

∂
∂

∂
∂

=
∂
∂

+
∂

∂
θρ

θ

cdcscacsw

att
c

s
c

s SkCk
t

S
t

S
ρψθρρ −=

∂
∂

=
∂
∂

[1]

[2]

max

1
S
Sc

s −=ψ [3]

Nylon mesh 
105μm 

Column

Toyoura 
 Sand 

Marriote 
Tank 

 
Colloids 
     +      + 
Bromide ARW 

Fraction   
collector



Two-site deposition model, on the other hand, included straining in addition to attachment 
and detachment through a first-order straining coefficient coupled with a depth-dependant 
straining function as follows;  
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where  strk [T-1] is first-order straining coefficient , strψ [-] is the depth-dependant straining 
function and  β [-] is the shape factor. 

Schematically, the two-site deposition model can be illustrated as shown in Fig.4. In the ab-
sence of straining, the two-site deposition model reduces to the one-site deposition model. 

In this study, numerical simulation was carried out using HYDRUS 1D program code (Simu-
nek et al., 2005). The HYDRUS 1D simulates wa-
ter, heat and solute movement in one-dimensional 
variably saturated media and is coupled to a nonli-
near least squares optimization routine based upon 
the Marquardt-Levenberg algorithm (Marquardt, 
1963) to facilitate the estimation of transport pa-
rameters from experimental data. The governing 
flow and transport equations are solved numerical-
ly using Galerkin-type linear finite element 
schemes. (Simunek et al., 2006).  

Solid 
str

4. RESULTS AND DISCUSSION 

4.1 Glass beads Colloid Breakthrough and Deposition Profiles 
The observed and simulated breakthrough curves and colloid deposition profiles of glass beads 
colloids at two different flow rates are illustrated in Fig.5. It can be seen that, for both flow 
rates, glass beads colloids showed essentially no breakthrough, suggesting that all glass beads 
colloids have been deposited inside sand. The simulated results showed that two-site deposition 
model significantly overestimated the colloid recovery whereas one-site model could reasonably 
predict the observed data. Both models, however, failed to predict the observed deposition multi 
peaks. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 

Water 

kac
kdc

Attached colloid ( att
cS ) Strained colloids( cS ) 

Mobile colloids (Cc) 

kstr 

Fig.4. Schematic of two-site deposition model 
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The tracer Bromide, however, showed a distinct breakthrough curve for both flow rates (see 
Fig.6).  
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Fig.5. Breakthrough and breakdown curves of glass beads colloids at Darcy flow rates of (a) 
0.45cm/min and (b) 0.42 cm/min. deposition profiles corresponding to (a) and (b) are shown in (c) and 
(d) respectively  
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Fig.6 Observed and simulated breakthrough curves of bromide transport at Darcian velocities of (e) 
0.45cm/min and (f) 0.42cm/min.  
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 Fig.7. Breakthrough and breakdown curves of soil colloids at Darcy flow rate of (g) 0.08cm/min 
and (h) 0.09 cm/min.  

 
 
4.2 Soil Colloid Breakthrough and Deposition Profiles 
 

The observed and simulated breakthrough curves of soil colloids at two low flow rate condi-
tions are illustrated in Fig.7. It could be seen that at low flow rates soil colloids showed an in-
significant breakthrough. Similar to previous observation, of two models, one-site deposition 
model underestimated the recovered colloid mass whereas two-site model largely overestimated 
it (see Fig.8). 
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Fig.8. Deposition profiles of soil colloids at Darcy flow rates of (i) 0.08cm/min and (j) 0.09cm/min   
 
 
Contrary to the observations at low flow rate conditions, soil colloids showed a significant 

breakthrough at middle flow rates and high flow rates as illustrated in the Fig. 9. 
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Fig.9. Breakthrough and breakdown curves of soil colloids at Darcy flow rates of (k) 0.29cm/min 
and (l) 0.52 cm/min. Deposition profiles corresponding to (k) and (l) are shown in (m) and (n) respec-
tively  

 
 
 
 
 
It should be noted here that, at very high flow rates, colloids exhibited lower recovery compared 
to that at middle flow rates, suggesting that there is an optimum flow rate at which colloid re-
covery is maximum. Similar to low flow rate conditions, at middle and high flow rates,  simu-
lated soil colloid deposition showed significant underestimation with one-site deposition model. 
Although the two-site model failed to capture essential deposition peaks, the estimated overall 
mass balance was fairly accurate. 

The observed bromide breakthrough curves for all column experiments are similar to those 
shown in Fig.6 hence not shown here. 
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The estimated colloid transport and retention parameters and the results of mass balance analy-
sis in each experiment are summarized in Table.2. It can be seen that the estimated attachment 
and detachment coefficients of soil colloids from both models are of same order of magnitude 
(except for the detachment coefficients of Expt. 6). Glass beads, however, showed a higher val-
ue of attachment coefficient estimated from the one-site model compared to the assumed (zero) 
value of the two site model. Further investigation, therefore, is warranted to estimate accurately 
the attachment and detachment coefficients of glass beads onto sand grains.  

The estimated parameters of the two-site model suggest that straining plays the major role on 
deposition of both colloid types in saturated porous media. Since the smallest glass beads collo-
ids (1µm) satisfy the criteria for colloid straining (i.e., colloid diameter/ mean grain diameter ra-
tio exceeds the threshold value of straining (Bradford et al., 2004)), all glass beads can be as-
sumed to be retained in potential straining sites. The observed particle size distribution profiles 
of soil colloids in the influent and effluents revealed that significant amount of larger colloids 
deposited in sand, presumably due to straining. These observations, therefore, corroborate the 
numerical analysis results of two-site model. Further research, however, is being carried out to 
confirm the results. 
 
 
5. CONCLUSIONS 
 
Glass beads colloids (diameter 1-10μm) completely deposited  in saturated sand for both high 
and low initial concentrations and the effect of flow rate was insignificant. On the other hand, 
volcanic ash soil colloids (diameter less than 1 μm) exhibited complete deposition at low flow 
rates but significant recovery at middle and high flow rates. soil colloid recovery was highest at 
middle flow rate compared to lower and higher flow rates. 

The numerical analysis carried out by means of HYDRUS 1D software based on  one-site 
and two-site deposition models provided sound insight to examine deposition kinetics of 
colloids in saturated porous media.The results of two-site deposition model highlighted the 
dominant role of straining in colloid deposition.  
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下層土のNO3
-吸着特性が森林流域からのNO3

-の長期流出に
及ぼす影響 

Effects of NO3
- adsorption characteristics by subsoil on long-term 

NO3
- leaching from the forest watershed 

浦川梨恵子・戸田浩人・生原喜久雄・崔 東寿 
R.Urakawa, H.Toda, K.Haibara, and D.S.Choi 
東京農工大学農学府 
Graduate School of Agriculture, Tokyo Univ. of Agric. and Technol., Fuchu 183-8509, Tokyo, Japan 

ABSTRACT: 北関東地方の高齢スギ・ヒノキ人工林小流域で斜面下部の伐採前後の土
壌および渓流水質の長期的変動パターンを調査し、下層土の変異荷電によるNO3

-吸着
が森林伐採流域からの長期にわたるNO3

-流出に及ぼす影響について検討した。土壌水
のNO3

-濃度変動は比較的速やかで、伐採直後の植生による養分吸収の減少、表層土壌
での窒素無機化の促進や、伐採から数年後の後継樹による養分吸収の増進など、伐採
後の窒素循環の変化を直接的に反映していた。一方、渓流水のNO3

-濃度変動は緩慢
で、伐採6年目でも伐採前よりも高い傾向が継続していた。渓流水のNO3

-濃度と流出速
度の関係より、それぞれ直接流出、基底流出が優勢している高水、低水時のNO3

-濃度
を求め、これらの伐採前後の年変動より、土層中のNO3

-濃度の分布が渓流水質に影響
を及ぼしていることが明らかになった。このため、土層中の水・溶質移動モデルであ
るHYDRUS-1Dで下層土におけるNO3

-濃度分布の時間変動を予測し、その結果、火山
灰下層土のNO3

-吸着特性が渓流へのNO3
-流出に大きな影響を与えていることが示され

た。今後、人工林の長伐期化やその方法が土壌水や渓流水の窒素動態に及ぼす影響を
明らかにするために、火山灰土壌のNO3

-吸着特性を考慮する必要がある。 

1 はじめに 
森林は、大気沈着物等に含まれて生態系外から供給される物質を吸収・固定し、流

域から流出する渓流水質を清浄に保つ機能を有している。森林流域における渓流の水
質形成は、土壌での炭素窒素の無機化、硝化、樹木根による養分吸収、粘土鉱物や腐
植物質による陽イオン交換、母材での化学的風化等、様々な過程が関わっている。環
境変化や森林施業等に伴う渓流水質の変化を明らかにするためには、土壌層全体で
の、植物・水・土壌の生物地球化学的な相互作用を把握することが重要である。 

森林流域からの渓流水質に関する研究は数多く行われている。特に、森林伐採は森
林生態系の養分循環を最も大きく変化させる施業であり、これまでに伐採に伴う渓流
水質変化に関する多くの研究が行われ、渓流水のNO3

-濃度を大きく上昇させることが
示されている(たとえば、Bormann et al., 1968; Sollins and McCorison, 1981; Swank et al., 
2001)。筆者らも北関東地方の高齢スギ・ヒノキ小流域において、斜面下部の皆伐が土
壌および渓流の水質に及ぼす影響を継続的に調査しており、伐採後に濃度変動が最も
大きかったイオンはNO3

-だった。表層の土壌水では伐採1年目に伐採前の3倍以上に上
昇した一方、渓流水の濃度上昇は伐採前年比の1.5倍と小さく、そして土壌水のNO3

-濃
度が検出限界以下に低下した5年目以降も、渓流水では伐採前よりも濃度が高い状態が
継続している（浦川ら, 2007a）。これは、NO3

-が下層土の変異荷電による陰イオン吸
着によって保持されるためと考えられ（浦川ら, 2007b）、伐採による渓流水質への影
響が長期にわたることが予測された。本発表では、伐採が渓流からのNO3

-流出に影響
する期間やその機構を明らかにするため、NO3

-濃度の時間経過にともなう変動と、土
層中のNO3

-移動の関係について実測値の解析やHYDRUS-1Dによる数値計算を通じて検
討を行った。 



 

 

2 方法 
2.1 調査地の概況 
調査地は、群馬県みどり市東町の東京農工大学フィールドミュージアム大谷山内の

スギ・ヒノキ人工林小流域(1.8 ha)である。本流域は、1907年に斜面上部(0.76ha)にヒノ
キ、斜面中～下部(1.04ha)にスギが植栽され、94年生時の2000年11月に流域面積の
18 %(0.33 ha)にあたる斜面下部スギ林を部分皆伐し、翌年の2001年5月にスギを再植林
した。林齢は2008年現在、斜面上部ヒノキおよび中部スギ林が102年、斜面下部のスギ
幼齢林が8年である。土壌母材は秩父中古生層の砂岩・粘板岩であるが、火山灰土壌の
影響を少なからず受けている(浦川ら, 2007b)。 

2.2 水量の測定・水質試料の採取・分析方法 
降水量は転倒マス式雨量計(1転倒0.5 mm)を流域近傍の露場に設置し測定した。流出

水量は、流域末端の量水堰にて測定した。土壌水は、斜面下部の伐採(予定)区の5、
15、50、80 cm深より、ポーラスカップ法で原則として月1回採取した。渓流水は流域
末端の量水堰で、原則として週1回の定期採水を行った。また、台風等の降雨イベント
時に1～3時間間隔で自動採水装置(ISCO, 3700 Portable Samplers)による採水を行った。 

土壌水、渓流水のNO3
-濃度は0.20 μmのシリンジフィルターでろ過した後、イオン

クロマト(島津, HIC-6A)で分析した。本報告では、土壌水の水質データは伐採前年の
2000年から伐採6年目の2006年までの計7年間、渓流水は2000年から伐採7年目の2007年
目までの計8年間のデータを解析に用いた。 

2.3 土層中のNO3
-移動のシミュレーション 

本流域では、80 cm深の土壌水中NO3
-濃度が検出限界以下(0.1 mgN L-1以下)に低下し

た伐採5年目以降も、渓流水のNO3
-濃度は伐採前よりも高い傾向が続いており(後述)、

下層土中に保持されているNO3
-が伐採後の渓流水質に影響を及ぼしていると考えられ

た。このため、土中の水・溶質移動予測モデルであるHYDRUS-1D(Simunek et al., 2005)
を用いて、実測が困難な下層土中のNO3

-濃度の経時変化のシミュレーションを行っ
た。このシミュレーションでは、本流域の斜面最下部の土層厚(Shiraki et al., 2007)を考
慮して2 mの長さの土壌カラムに、長期間にわたって水とNO3

-溶液を流す試験を想定し
ている。 
土壌カラムの層位を0-10、10-30、30-60、60-100、100-150、150-200 cmに区切り、そ

れぞれの層位の土壌の水分特性曲線（水分保持曲線）はvan Genuchtenモデル(van Ge-
nuchten, 1980)、不飽和透水係数はvan Genuchten-Mualemモデル(van Genuchten, 1980; 
Mualem, 1976)を用いた。各パラメータは各層位の採土円筒試料で実測した水分保持曲
線を用い、非線形最小二乗法(van Genuchten et al., 1991)により求めた。また飽和透水係
数はShiraki et al. (2007)による土壌の深さと飽和透水係数の関係により求めた。表-1に
各土層の水分特性パラメータを示す。 

 
 

表-1. 土壌の水分特性・NO3
-吸着特性のパラメータ 

Table 1. Soil hydraulic parameters and NO3
- adsorption characteristics. 

 
 
 
 
 
 
 
 
 

Ks, saturated hydraulic conductivity; θs, saturated soil water content; θr, residual soil water content; 
α, n, parameters in the soil water retention function; Kd, adsorption isotherm coefficient. 

 
 



本シミュレーションでは、カラム上端に蒸発散量を考慮して計算期間の日降水量の
1/2の水量を実際の降水と同じタイミングで与え、1 m深から流出する水フラックスを
得た。次にこの得られた水フラックスで80 cm深の土壌水のNO3

-濃度をもとに補間した
濃度のNO3

-溶液を1 m深以下のカラムに与え、2 m深から流出する水フラックスとNO3
-

濃度を得た。下層土によるNO3
-吸着特性については、線形の吸着等温線で表した。本

流域の斜面下部のB層土壌を用いたカラム実験(浦川ら, 2007b)より、吸着等温線の傾き
である分配係数(Kd＝2.94 cm3 g-1)を求めた。 

今回のシミュレーションでは特に下層土によるNO3
-吸着が渓流水質に及ぼす影響を

検討するため、対照として下層土による吸着がない場合(Kd＝0 cm3 g-1)のシミュレーシ
ョンも行い、吸着ありの場合との比較を行った。なお、計算期間は伐採前年の2000年
～伐採6年目の2006年の7年間とした。 

3 結果と考察 
3.1 渓流水質の時間経過に伴う変動特性 

図-1の上段に深さ別の土壌水および渓流水のNO3
-濃度の伐採前後の月変動を、下段

には渓流水のみレンジを拡大し、月流出水量と合わせて示した。本流域は樹木の生育
期である5～10月に年間降水量の約8割が集中する夏雨型気候である。渓流水のNO3

-濃
度は、流出水量の増加する地温の高い夏季に上昇する明瞭な季節変化を示している。 

伐採後の土壌水のNO3
-濃度上昇は伐採1年目が最も大きく、特に伐採後の5 cm深の

NO3
-濃度は、伐採1年目の2001年8月に伐採前年の約3倍の1.5 mmolc L-1に上昇した。し

かし、時間の経過とともに上昇幅は小さくなり、伐採3年目には伐採前年と同程度、伐
採5年目以降は全ての深度で検出限界以下まで低下した。渓流水のNO3

-濃度は、伐採1
年目～6年目の夏季に伐採前年の同時期の1.5倍以上に上昇し、伐採の影響が明瞭に現
れていた。しかし、土壌水が検出限界以下(0.1 mgN L-1以下)に低下した伐採5年目以降
も、冬季・夏季ともに伐採前年よりも高い傾向が続いており、伐採から5年以上経過す
ると土壌水よりも渓流水の方がNO3

-濃度が高い逆転状態となっている。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

図-1. 土壌水・渓流水のNO3
-濃度および流出水量の伐採前後の経時変化 

Figure 1. Changes of NO3
- concentration in soil water and streamwater 

 and water discharge before and after cutting. 
  , 5 cm;   , 15 cm;   , 50 cm;   ,80 cm; 
  , Streamwater;   , Monthly water discharge. 

 
 



伐採前後とも、流出速度が増加すると渓流水のNO3
-濃度も上昇し、流出水量を対数

軸にとると右上がりの直線の関係がみられたため、流出速度とNO3
-濃度の回帰式を年

ごとに作成した。これらの回帰式から流出水量が0.05 mm hr-1の時の濃度を低水時、1 
mm hr-1の時の濃度を高水時のNO3

-濃度とし、それぞれの伐採後の時間経過に伴う変化
をみると(図-2)、ピークが現れる時間(年)が高水時は伐採2年目の2002年、低水時は伐
採4年目の2004年であり、低水時は高水時よりもNO3

-濃度の上昇が遅い。 
 
 
 
 
 
 
 
 
 
 
 
 
 

図-2. 低水時・洪水時の渓流水NO3
-濃度の経時変化 

Figure 2. Changes of NO3
- concentration in streamwater 

at low and high discharges before and after cutting. 
  , low discharge (at discharge rate 0.05mm hr-1); 
  , high discharge (at discharge rate 1mm hr-1) 

 
 
渓流水質には斜面中を流動している水の流出経路が強く影響するといわれ、特に高

水時にNO3
-濃度が上昇するのは、NO3

-が集積している比較的土壌上層部の影響を受け
るためと指摘されている(大類ら, 1992)。高水時、低水時のNO3

-濃度はそれぞれ表層、
下層に分布しているNO3

-の影響が強いと考えられ、伐採直後に表層土壌で多量に生成
されたNO3

-が時間経過とともに徐々に下層へ移動しているため、ピークが現れるのに
このような時間差が生じたと考えられる。 

3.2 下層土のNO3
-分布と渓流水のNO3

-濃度変動との関係 
図-3に、下層土によるNO3

-吸着を考慮したとき、考慮しないときの土壌の深さ100、
200 cmにおける土壌水のNO3

-濃度の予測値と、80 cm深の土壌水および実測の渓流水
NO3

-濃度を示す。 
NO3

-吸着の有無にかかわらず100 cm深の予測値は、実測の80 cm深のNO3
-濃度の範囲

やその変動の傾向がほぼ一致しており、季節変動や伐採直後の濃度上昇およびその後
の濃度低下が顕著に現れていた。一方、200 cm深の予測値は吸着の有無で濃度変動が
大きく異なった。下層土によるNO3

-吸着を考慮しない場合、伐採後の濃度上昇が伐採
の1年後に現れた。また、伐採5年目(2005年)の80 cm深の土壌水NO3

-濃度の検出限界以
下の低下の伝播も速やかで、2006年の夏季にはシミュレーションを行った全ての深度
でNO3

-濃度が0 mmolc L-1まで低下している。一方、吸着を考慮した方は季節変化がほ
とんどみられず、伐採から2年半後の2003年の夏季に濃度上昇が始まっている。同深度
のNO3

-濃度が大きく低下し始めるのは2006年の後半からで、図には示していないが、
年間降水量が平年並み(約1650 mm)であった2004年の降水を2007年以降反復させていく
と、200 cm深のNO3

-濃度は2008年に伐採前以下、そして伐採から8年が経過した2009年
にはほぼ0 mmolc L-1に低下すると算出された。下層土による吸着のあり・なしのいず
れの場合も実測値と大きな隔たりはあるが、本シミュレーションによって下層土の
NO3

-吸着特性が、渓流水のNO3
-濃度が長期にわたって高濃度を維持する要因として重

要であると考えられた。 
以上のように下層土中のNO3

-動態のシミュレーションを行うことにより、NO3
-吸着

の有無によって、土壌水のNO3
-濃度変動パターンが大きく異なり、下層土における

NO3
-吸着特性が伐採後の渓流水のNO3

-濃度変動に大きな影響を及ぼしていることが明
らかになった。 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
図-3. 下層土および渓流水中のNO3

-濃度の変動 
Figure 3. Changes of NO3

- concentration in streamwater and subsoil, 
A) with NO3

- adsorption capacity, B) without NO3
- adsorption capacity. 

  , 80 cm (Soil water, observed value);   , streamwater (observed value); 
   , 100 cm;   , 150 cm;   , 200 cm (Simulated value below 100 cm). 
 
 

4 おわりに 

土壌水および渓流水の伐採前後のNO3
-濃度の経時変化より、渓流水の伐採に伴う変

動は土壌水と比較して非常に緩慢であること、また降雨イベント時を含めた渓流水
NO3

-濃度と流出速度の解析から、低水・高水の流出経路の違いによってNO3
-濃度変動

の時間的スケールが異なること、さらに下層土中のNO3
-移動をシミュレーションする

ことにより、下層土のNO3
-吸着が伐採後の渓流水質の変動パターンに大きな影響を与

えていることが明らかになった。 
変異正荷電を多く含む火山灰土壌が分布する森林流域は、日本国内に広く存在する

(吉永ら, 1994)。このような流域では植生と表層土壌間での窒素循環の変化が渓流水質
にダイレクトに結びつかないため、環境変化や施業の影響を明らかにするためには、
長期的なモニタリングが必要である。また今後、変異荷電による陰イオン吸着をはじ
めとする火山灰土壌の特性が、森林生態系における窒素等の養分動態に及ぼす影響を
解明していくことが重要であり、森林の持つ公益的機能をより効果的に発揮できる施
業につなげていく必要がある。 
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1 INTRODUCTION 

While agricultural land development has been promoted over several decades and crop yields 
have been substantially increased, acreage of cultivated soils has remained at the almost same 
level. An increase in food production is mainly attributed to the development of irrigation tech-
nology. 

While irrigated agricultural land occupies 17% of total arable land in the world (FAO, 2007),   
irrigated agricultural land produces about 40% of total agricultural food production. However, in 
arid and semi-arid regions, inappropriate irrigation practices have been deteriorating agricultural 
lands (Oster and Shainberg, 2001). For example, instead of using limited fresh water, saline 
ground water is often used for surface irrigation. This could cause salt accumulation and reduc-
tion of productivity of the land. According to the IPCC Fourth Assessment Report (2007), 
global warming will cause the decrease of the water availability and the deterioration of the wa-
ter quality. It indicates that the risk of occurrence of salt damage will be great due to the use of 
low-quality water for agriculture.  

To prevent problems caused by salt accumulation and to improve efficiency of irrigation, it is 
necessary to fully understand mechanisms involved in salt damage. It is usually said that the 
main cause of salt accumulation is a rising groundwater level. However, groundwater rise can-
not always explain the cause of salt problems. 

Gansu province, China (Fig.1), is one of the provinces, which have lower agricultural produc-
tion in China. At our study site, Wuwei city, Gansu province, salt accumulation has been ob-
served under repetitious irrigation during the cropping period. The groundwater level in Wuwei 
is more than 10 m deep, and the soil texture is sandy. The rise of the groundwater level is thus 
not likely to be the reason for salt accumulation. The purpose of this study is to analyze water 
and salt movement in the soil in order to define mechanisms involved in salt accumulation, es-
pecially for areas where groundwater is deep. 
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Fig.1 The location of Wuwei city, Gansu Province, China 

2 MATERIALS AND METHODS 

2.1 Field Experiment  
The experimental field is located at the Wuwei city in the Gansu province, China. Annual pre-
cipitation is between 100 and 200 mm yr-1 and potential evaporation is about 2900 mm yr-1. As a 
result, Wuwei is classified as the arid land. Groundwater, which exists at depths lower than 10 
meters, is the main source of irrigation water. Electrical conductivity of the irrigation water was 
1.71 dS m-1, or about 0.005 mol-NaCl L-1. In 2006, irrigation was repeated over the cropping pe-
riod (Table 1). The field was covered by thick Yellow loess. Texture of the soil was approxi-
mately 80%:10%:10% for sand: silt: clay, respectively, and the bulk density of the top soil layer 
was 1.5 g cm-3. 

 
 Table 1. The irrigation schedule (Sato et al., 2007) _________________________________________________ 
Cycle  Time t (day)  Irrigation (cm day-1)    _________________________________________________ 
0    0(2006/4/15)    0             
1    1             6.8                                       
2    54            13.6            
3    65      6.8            
4    82      6.8            
5    93      6.8            
6    104     10.2 
7    115     6.8 
8    125     6.8 
9    139     6.8 
    154     0 __________________________________________________ 

                      

2.2 Numerical Simulation  

To reproduce temporal changes in vertical distributions of water and salt contents over the irri-
gation period, a numerical simulation was conducted using Hydrus-1D (Simunek et al., 2005). 
Parameters used in the numerical simulation were collected from laboratory experiments. 
 Soil hydraulic properties of the top soil layer were determined using the multi-step outflow 
method (Eching and Hopmans, 1993). The van Genuchten-Mualem model was used to describe 
soil water retention, θ (h), and hydraulic conductivity function, K(h): 
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where θr = residual volumetric water content, θs = saturated water content, Se(h) = degree of 
saturation, Ks = saturated hydraulic conductivity, l = pore connectivity parameter, and α, m, n = 
fitting parameters. 

Wuwei, Gansu ProvinceWuwei, Gansu Province



Miscible displacement experiments have been conducted to determine the salt transport pa-
rameters under both saturated and unsaturated conditions. Transport parameters were deter-
mined using CXTFIT (Toride et al., 1995). Convection-dispersion equation was employed to 
simulate solute transport.  
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λν=D                                                            (4) 
 
where R = solute retardation factor, C = solute concentration, t = time, z = position, D = disper-
sion coefficient,  ν = mean water pore velocity, and λ = dispersivity. 

The soil profile in numerical simulations was considered to be 750 cm deep, and initial and 
boundary conditions were determined according to field observations (Table 2). The model vali-
dation was carried out by comparing simulation results with field observations of Sato et al. 
(2007). 

 
Table 2. Initial and boundary conditions for the numerical simulation _______________________________________________ 
Initial and boundary conditions   _______________________________________________           
Suction (cm H2O)       174 
Salt Content (mmol cm-3)     0.01                                     
Potential evaporation (cm day-1)  0.57 
Potential transpiration (cm day-1)  0 
Bottom boundary condition    dh/dz=0 _______________________________________________ 

3 RESULTS AND DISCUSSION  
3.1 Soil hydraulic properties 

Soil hydraulic parameters determined using the multi-step outflow method are shown in the Ta-
ble 3. 

 
 

Table 3. Soil hydraulic parameters __________________________________________________________________________________ 

rθ [cm3 cm-3]  sθ [cm3 cm-3]  α [cm3 cm-3]  n    sK [cm day-1]  l  ___________________________________________________________________ 
0.052     0.43     0.0246    1.84  101     0.986 __________________________________________________________________________________ 
 

3.2 Solute transport properties 

Figure 2 shows the relationship between the mean water pore velocity ν [cm s-1] and the disper-
sion coefficient D [cm2 s-1] under saturated and unsaturated conditions. In both cases, D is pro-
portional to ν, but the slope λ [cm] (longitudinal dispersivity) under unsaturated conditions 
(0.311 cm) was about twice as large as under saturated conditions (0.155 cm). 

 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. The relationship between the mean water pore velocity ν and 
the dispersion coefficient D (AEV stands for the Air Entry Value). 

3.3 Numerical simulation 

Figures 3 to 5 show the influence of λ on solute transport. Here, λ1 (=0.155 cm) is the dispersiv-
ity under saturated conditions and λ2 (=0.311cm) under unsaturated conditions. Figures present 
salt content profiles after the last day of the cycle 1 (t= 53 d), cycle 5 (t=103 d) and after the last 
cycle 9 (t=250 d), respectively. In the beginning, the difference in λ does not affect the results. 
However, as irrigations were repeated, λ1 produces smaller concentration peaks and smaller 
overall fluctuations in concentration values than λ2.  

Since the field was under unsaturated conditions during most of the cropping period, λ 
=0.311 cm was employed in the simulation of solute transport in the remainder of this paper. 

 Figures 6 and 7 show changes in water and salt content during the irrigation cycle 1. During 
the dry period after the first irrigation, the wetting front moved downward while the water con-
tent near the soil surface decreased due to evaporation. Since salt was transported with moving 
liquid water, the front of the high salt concentration in soil water also moved downward. As 
days passed, concentrations near the surface soil became high. After 9 consecutive irrigations 
were carried out (Figures 8 and 9), the salt content profile fluctuated independently of changes 
in the water content. 

 
 
 
 

 
 

 
 
 
 
 
 
Figure 3. Salt content profile at     Figure 4. Salt content profile at    Figure 5. Salt content profile at 
the last day of cycle 1.            the last day of cycle 5.           the day after cycle 9 
 

Observed results (Figure 10) also revealed that the vertical distribution of the salt content was 
spatially variable. This phenomenon was also reported in other areas (e.g., Endo et al., 2000) 
and spatial heterogeneity of soil properties has been considered to be a cause of it. However, this 
study indicated that repeated salty water irrigations may also produce fluctuations in salt con-
tents. 

At this experimental site, applied salt with irrigation water moved upward and accumulated 
near the surface as evaporation proceeded. The high salt concentration was then pushed down-
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ward by the following irrigation. However, accumulated salt was not completely leached away 
by the following irrigation, and remaining salt concentrated near the soil surface between the ir-
rigation events. Applied salt moved up and down through the vadose zone during the cropping 
season and could form waved concentration profiles as shown in Figures 4 and 5. This phe-
nomenon may be strongly affected by saturated and unsaturated conductivities, dispersivity, wa-
ter retention of the soil and irrigation schedule.  

 
 

 
 
 
 
 
 
 
 
 
 

 
Figure 6. Water content changes during      Figure 7. Salt content changes during Cycle 1. 
Cycle 1.                           

 
 
 
 
 
 
 
 
 
 
 

Figure 8. Water content changes     Figure 9. Salt content changes   Figure 10. Salt content observed  
during the irrigation period         during the irrigation period      in the field in 2005 

 
 

4 CONCLUSIONS 

Accumulation of salts due to irrigation with salty groundwater at areas with deep groundwaters 
is discussed in this paper. Salt contained in irrigated water accumulates near the soil surface as 
evaporation proceeds, and is then pushed down by irrigation water. However, a significant 
amount of the salt is not leached away and is returned to the near-surface as evaporation domi-
nates after irrigation. As a result, the vadose zone may experience the salt accumulation in the 
surface layer after repeated irrigation events without any rise of the ground water level. This 
process may form waved salt concentration profiles near the soil surface and may be affected by 
soil hydraulic properties and irrigation schedule. 
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1 INTRODUCTION 

Sand fields have low water retention and fertility. Hence, frequent irrigation and fertilization are 
essential for stable crop production. It means that the fields have a high risk for leaching of salts 
and nutrients to groundwater. According to research carried out on lysimeters, 41 to 67 % of fer-
tilizing nitrogen was leached from fields (Nonaka & Kamura, 1995; Jinno and Honna, 1999). To 
reduce the quantity of chemicals leached from a root zone, it is necessary to take countermea-
sures to protect groundwater from pollution. In particular, direct measurements are very impor-
tant in the field.  

A wick sampler (WS) is one of the apparatuses for direct water sampling. The WS automati-
cally collects soil water by capillary force of fiberglass wick without applying any pressure from 
external instruments. The production costs are relatively reasonable.  

Multi-point measurements are important in order to estimate the amount of fertilizers leached 
from a root zone, because the distribution of fluxes in the field is highly variable. At this point, 
WS is a suitable apparatus. We use WS with a container as soil water sampling part (CWS) to 
measure the amount of chemicals leached from a root zone in a sand dune field.  

There were many studies on WS in the past (Holder et al., 1991; Boll et al., 1992; Maeda et 
al., 1999; Zhu et al., 2002; Gee et al., 2004). However, to the best of our knowledge, there are 
few studies on mechanisms of collection and conveyance of water in WS. We conducted field 
and numerical experiments using HYDRUS-2D code to evaluate the effectiveness and conven-
ience of CWS to measure water fluxes.     
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ABSTRACT: A container wick sampler (CWS) was applied to a Tottori sand dune field. The 
sampling rate (SR) and the volumetric water content (WC) around the sampler were measured 
to evaluate the effectiveness and convenience of CWS to measure water fluxes. The change of 
SR corresponded to WC around the sampler when rains occurred frequently. However, the time-
lag between them occurred for a rainfall event after several dry days. We conducted a numerical 
experiment to clarify the reason using the HYDRUS-2D code. From the experiments, it was 
confirmed that the CWS collected percolating water immediately when it reached the sampling 
phase. However, the movement of water in the wick was relatively slow because the convey-
ance part of the wick became dry and the hydraulic conductivity low during preceding dry days. 
Therefore, the increase in the sampling rate occurred later than the percolating event under these 
conditions.   



2 MATERIALS AND METHODS 

2.1 Container Wick Sampler 
The schematic view of the CWS is shown in Figure 1. The total length of this wick (GY96, 
Sakaguchi E. H. VOC CORP.) was 1.13 m. The sampling part is a 0.108-m diameter and 0.105-
m thick PVC pipe. A plate with a 0.03-m diameter hole in the center was installed 5 cm below 
the top of the sampling part. The length of the wick above the hole was 0.13 m. The wick was 
spread radially on the plate and laid in the pipe. The wick layer on the plate became a sampling 
phase for soil water. Its thickness is about 0.03 m. The other end of the wick reached to a stor-
age tank through the hole. The part from the hole to the tank is the conveyance part for collected 
water. The wick of this part is enclosed in a plastic tube (0.02-m i.d.). The water can not flow on 
the inner side of the tube because the inside of the tube is filled with the wick. 
  

Figure 1 Schematic view of a container wick sampler 
 
 
Field experiment was conducted at a bare sand dune field in Arid Land Research Center, Tot-

tori University. This experiment was conducted from April 5 to October 7, 2006 (186 days). The 
CWS was installed at 0.5 m below the soil surface (sampling phase at 0.55 m). An observation 
pit was excavated at 0.65 m away from the installation point of the CWS. Collected leachate 
was conveyed from the sampling phase through the wick to storage tank in the pitch. The end of 
conveyance part was at 0.35 m below the depth of the sampling phase. The tank was on an elec-
tric balance to measure sampling rate of the CWS (SR). Water contents at 0.55-m depth were 
observed using TDR sensors. Moreover, pressure heads 0.6 m below the soil surface were 
measured using a tensiometer with a pressure transducer.   

Figure 2 Outline of the experiment in sand dune field  

2.2 Numerical experiments 

Fiberglass wick is a kind of porous medium. Therefore, the governing equation for water move-
ment in the wick can be given using the following two dimensional Richards’ equation: 
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where θ = the volumetric water content; K = the unsaturated hydraulic conductivity; Kij
A = com-

ponents of dimensionless anisotropy tensor KA, h = the pressure head, xi (i=1,2) = the spatial 
coordinates, and t = time (Šimůnek et al., 1999) . The hydraulic properties were assumed to be 
expressed by the van Genuchten-Mualem model (van Genuchten, 1980):  
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where, θs and θr = saturated and resident water contents, respectively, and α, n and m = experi-
mental parameters. Hydraulic properties of the wick were measured similarly to Knutson & 
Selker (1994). The parameters were identified using the genetic algorithm (Inosako & Takuma, 
2002). 

Figure 3 shows a calculation domain for numerical experiments. Planar flow in a vertical 
cross-section was assumed in this study. The sampling phase was assumed to be a flat plate for 
simplification. The HYDRUS-2D code (Šimůnek et al., 1999) was used for the numerical ex-
periments. Initial conditions for simulations were determined using a following procedure: First, 
saturated conditions were assumed in the entire transport domains. The upper boundary condi-
tion was no flux and the lower boundary condition was free drainage. The boundary condition 
of the end of the conveyance part of the wick was seepage face. Calculations were continued un-
til the pressure head near the lower boundary became almost the same as observed (around -50 
cm). We adopted the results of this simulation as the initial condition for the next numerical ex-
periments. 

 
Figure 3 Computational domain for the numerical experiment  
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Observed precipitation fluxes were given as the upper boundary condition for numerical ex-

periments. Evaporation loss from the bare soil surface was neglected because it was too small 
compared to precipitation. Variable pressure heads observed 0.6 m below the soil surface were 
used as the lower boundary condition. The data for these boundaries were observed in the field 
for 70 hours, from June 7 to 10, 2006. Seven points were set as observation nodes in the calcula-
tion domain. 

3 RESULTS AND DISCUSSIONS 

3.1 Field experiment 

Changes in volumetric water contents (WC) 0.55 m below the soil surface and the sampling rate 
(SR) of the CWS are shown in Figure 4. The WC and SR began to increase later after the occur-
rence of precipitation. This time-lag was due to the time it took water to arrive at the depth of 
0.55 m. When the interval between rainfall events was short, starting points for increases in WC 
corresponded to SR. This means that water percolating to the sampling phase was immediately 
absorbed by the wick and it then pushed antecedent water off the wick. On the other hand, both 
WC and SR increased during the rainfall event after more than eight no-rainy days. However, 
there was still a time-lag between their starting points.   
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Figure 4 Change of sampling rate (SR, dot line), volumetric water content (θ, solid line) and precipitation 
(Prec., bar graph). 

3.2 Numerical experiment 

Table 1 shows hydraulic parameters used in numerical experiments.    
 
Table 1. Hydraulic parameters of the wick and the Tottori dune sand. ____________________________________________________________________ 
Material        θs  θr           α      n    Ks (cm/s)     ____________________________________________________________________ 
Wick        0.620  0.005  0.034  2.306  0.0144 
Tottori sand dune soil  0.453  0.047  0.049  6.082  0.0171  ____________________________________________________________________= 

 
Figure 5 shows pressure head changes around the CWS. The pressure head at the observation 

node 1 was greater than at node 2 before the occurrence of rainfall. Node 3 also had higher pres-
sure head than node 4. Soils in and on the CWS were kept wet because otherwise they repre-
sented a barrier for soil water percolation. However, the difference between nodes 1 and 2 was 
very small after percolating water reached these points. This state continued for about 20 hours. 
Soil water flowed one-dimensionally in this situation. On the other hand, the pressure head at 
node 3 was smaller than at node 4. Flow outside of the CWS was gravitational, because pressure 
heads at nodes 2 and 4 were same. Although the same amount of outflow water came into  
node 3, the pressure head there was lower than at node 4. This was caused by the capillary force 
of the wick.  
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Figure 5. Pressure head changes at observation nodes around the CWS. The solid line represents node 1, 
the dot line node 2, the short dash line node 3, and the dash line node 4. The dot dash line represents the 
sampling rate (SR). 

 
Figure 6 shows pressure head changes in the conveyance part of the wick. It can be observed 

that the sampling phase of the CWS collected percolating water immediately, because the pres-
sure heads at nodes 3, 5 and 6 began to increase at the same time. It took, however, considerable 
time (conveyance time) for the collected water to move to the end of the wick under dry condi-
tions. This delay resulted in the delay of the change of the seepage face from potential to actual 
and the initiation of seepage flux. Increases in pressure heads at nodes 7 and 8 were small due to 
redistribution of collected water in the wick.  
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Figure 6 Pressure heads at observation nodes in the conveyance part of the CWS. The solid line repre-
sents node 5, the dot line node 6, the dash line node 7, the short dash line node 8, and the dot dash line the 
sampling rate (SR).  

4 CONCLUSIONS 

A wick sampler is one of the direct sampling instruments for monitoring soil water percolation 
in fields. There are only few studies investigating water sampling and conveyance of CWS un-
der field conditions.  

In this study, the CW sampler was applied to a Tottori sand dune field for 186 days. The 
change of the sampling rate corresponded to changes in volumetric water contents around the 
sampler when rains occurred frequently. However, the time-lag between these two processes 
was observed after rainfall that followed several dry days. We conducted a numerical experi-
ment to clarify the reason for this phenomenon. The HYDRUS-2D code was used for numerical 
experiments. It was confirmed by the numerical experiment that the CWS collected immediately 
percolating water when it reached the sampling phase. However, the movement of water in the 
wick was relatively slow because the wick in the conveyance part became dry and its hydraulic 
conductivity low during dry periods. Therefore the increase of the sampling rate was rather de-
layed after the arrival of percolating water.      
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ABSTRACT: In this study, we assessed the future risk of groundwater contamination from con-
taminated soil using HYDRUS-1D. We simulated an actual site polluted by boron in the Kanto 
region of Japan, where we measured boron concentrations at several depths. As a result of the 
simulation, the predicted boron concentration in groundwater was over 1.0 mg L−1 (the Japanese 
groundwater criteria) from 2025 to 2065, for about 40 years. This approach can help estimating 
the risk of groundwater contamination from contaminated soil more precisely and the decision-
making for selecting countermeasure methods for stakeholders. 

1 INTRODUCTION 

Transport of pollutants to groundwater through the vadose zone depends on various factors, 
such as soil hydraulic properties, soil structure, the adsorption and transport characteristics of 
the pollutants, the depth of the groundwater table and the type of covering on the soil surface. 
Thus, the risk of groundwater contamination can vary, even when the concentration of the pollu-
tants in the surface and subsurface soil is the same. 

In Japan, the Soil Contamination Countermeasures Law (2003) provides standards designed 
to prevent groundwater contamination and to protect the health of people drinking groundwater. 
These standards define uniform criteria for groundwater and soil throughout Japan, regardless of 
the differences in their properties. There is a legal obligation to countermeasure contaminated 
soils that exceed these standards. Remediation is costly, but the real risk of groundwater conta-
mination is predicted to be very low in many cases. It is important to manage soil contamination 
based on the risk to human health and the groundwater contamination risk based on Process-
based models. Thus, there is a need to reconsider the present criteria. 

The purpose of our research is to develop a risk assessment method for groundwater contami-
nation from contaminated soil based on Process-based models and offer this model as a deci-
sion-making tool for stakeholders. In this study, we assessed the future risk of groundwater con-
tamination rather than the risk to human health from drinking contaminated groundwater. Since, 
in our target region, many people consider groundwater to be a very important resource, they 
wish to protect the groundwater itself even if there is no risk to human health. Therefore, our 
target site is the one that has soil contamination, but does not yet have groundwater contamina-
tion.  

In particular, we simulated an actual site polluted by boron in the Kanto region of Japan, 
where we measured boron concentrations at several depths. We simulated the boron concentra-
tion in the unsaturated and saturated zone and groundwater from 1980 to 2080 using a convec-
tive-dispersion equation that includes the adsorption of boron under actual and hypothetical 
rainfall events. 



2 MATERIALS AND METHODS 
2.1 Risk Assessment Procedure  
In this research, we estimated the risk of groundwater contamination by boron at an old manu-
facturing site. We first made a conceptual model using the site investigation data. We then ob-
tained the parameters of the soil adsorption characteristics of boron and various physical proper-
ties of the soil by laboratory experiments and from published data for the simulation. Next, we 
simulated water and boron transport in the unsaturated zone from 1980 to 2005 and assessed the 
validity of the predicted boron concentration profile with respect to the observed boron profile. 

Subsequently, we simulated water and boron transport from 2005 to 2080 and obtained the 
boron concentration in groundwater. Finally, we assessed the risk of groundwater contamination 
by boron in the future by comparing our results with the Japanese groundwater criteria (1.0 mg 
L−1). 

 

2.2 Site Description and Conceptual Site Model 
The soil sampling site was an old glass manufacturing site (about 5,000 m2) located in the Kanto 
region of Japan. The surface and subsurface soil had been contaminated by boron; however, it 
had yet not reached the groundwater table. We surmised that the contamination occurred in 
1980 when the factory had closed. The site was investigated in 2005. 

 

2.2.1 Geology 
The vadose zone is composed of two types of soil, an artificial layer located between ground 
level (G.L.) to G.L. −1.2 m and loam located between G.L. −1.2 m to G.L. −10 m at investiga-
tion point A. The aquifer is composed of sandy gravels. The unconfined aquifer is located be-
tween G.L. −10 m to G.L. −16.2 m and the groundwater level averaged 9.0 m below the ground 
surface at point A. Figure 1 shows the geology of point A and the conceptual site model using 
our simulation. 

 
 

 
Figure 1 Geology and Boron concentration profile in soil water at point A.
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2.2.2 Contamination States 
The measured concentrations of boron ranged from below 50 mg kg−1 to 430 mg kg−1. It was 
measured by extraction with 1N-hydrochloric acid (this is the standard method in Japan). Since 
these concentrations are less than the Japanese ‘soil content criteria’ for boron, which is set to 
4,000 mg kg−1 to prevent risk to human health by direct ingestion of boron contaminated soils. 
Therefore we evaluated the human health risk by direct ingestion of boron contaminated soil at 
this site to be low. 

In addition, there is another criteria in Japan called ‘soil leaching criteria’ measured by batch 
testing, in which distilled water is added to the soil to give a ratio of 10 L Kg−1 dry weight (Jap-
anese soil leaching criteria for boron is 1.0 mg L−1). The purpose of these criteria’s is to prevent 
groundwater contamination and the risk to human health from drinking contaminated groundwa-
ter.  

The measured boron concentrations by the leaching test at this site exceeded the soil leaching 
criterion (1.0 mg L−1) at the surface soil and subsurface soil. Figure 1 shows the boron concen-
tration profile of point A where boron transferred to the deepest depth at this site. The maximum 
concentration at point A (3.7 mg L−1) was observed at G.L. −5.0 m. The measured boron con-
centrations were lower than the soil leaching criteria at depths less than G.L. −5.0 m at point A. 

The boron concentration in groundwater was 0.01 mg L−1, which was below the Japanese 
groundwater criteria for boron (1.0 mg L−1). However, we do not deny that there is a future risk 
of groundwater contamination caused by vadose zone boron contamination. 

2.3 Model Description 
A numerical water flow and boron fate and transport model was applied to perform a future 
groundwater contamination risk analysis and profile of boron concentration at this site.  
The numerical simulation model used was HYDRUS-1D Version 3, a software package for si-
mulating the one-dimensional movement of water, heat and multiple solutes in variably-
saturated media on the basis of finite element representation of the governing equations 
(Šimůnek et al., 2005). Table 1 shows parameters used in this simulation. 

 
 

Table 1. Parameters using this simulation. 
Parameters Loam layer Sandy gravel layer unit 

Soil water retention curve 
(van Genuchten(1980)) 

θr 0 * 0.045 **  - 
θs 0.708 * 0.43 **  - 
α 0.007 * 0.145 ** cm −1 
n 1.085 * 2.68 **  - 

Saturated hydraulic conduc-
tivity Ks 25 * 712.8 ** cm day −1 
Freundlich adsorption 
equation **** s=mCn 

m 1.013 0.475 - 
n 0.066 0.43 - 

Bulk density**** - 0.5 1.5 ** g cm-3

Dw 0.48***** 0.48***** cm2 day−1

DL 100 100 cm 
* Narioka et al.,(2000); ** :Using HYDRUS default value; *** :Estimated from the batch tests; **** :Obtained value 
by laboratory experiment ; ***** :David,(2002). 

2.4 Simulation Procedure and Boundary Conditions 
We only simulated at point A. The reason is that the risk of groundwater contamination at this 

point, judged by boron concentration and infiltrated depth, was at the highest level in this site. 
Since, boron existed in a solid state in the artificial ground layer in the beginning; the adsorption 
isotherms equation for boron was not approved in the artificial ground layer. The simulation was 
performed in three steps as follows. 



2.4.1 Water Movement from 1980 to 2005 
We simulated water movement from 1980 to 2005 for the total layer (which included the artifi-
cial layer, loam layer and sandy gravel layer) and calculated the water flux from the artificial 
layer to the loam layer.  

The soil surface boundary was represented by atmospheric boundary conditions with daily 
precipitation rates (average 145.7 cm per year from 1980 to 2005 (Japan meteorological Agen-
cy, 1980–2005)). We assumed that evaporation was negligibly small because the site was a bare 
ground without vegetation. 

The bottom of the layer was represented by a constant pressure head boundary condition (720 
cm) which is the average groundwater level at this site.  

2.4.2 Boron Movement from 1980 to 2005 
We simulated boron movement from 1980 to 2005 in the loam layer and sandy gravel layer. The 
surface boundary related to water movement was represented by variable pressure head/flux 
with daily flux rates calculated as above. The upper boundary related to boron movement was 
represented by boundary condition of concentration flux. The boron input concentration was sa-
tisfied with the following conditions. 

1. Total amount of boron in the loam and sandy gravel layer in 2005 seeped into the top of the 
loam layer from 1980 to 2005. 

2. The boron flux decreased in a linear fashion from 1980 to 2005 
3. The boron flux in 2005 was the same as the observed concentration of boron at the top of 

the loam layer in 2005. 

2.4.3 Water and Boron Movement from 2005 to 2080 
Finally, we simulated boron movement from 2005 to 2080 in the loam layer and sandy gravel 

layer. The surface boundary condition with water movement was the same as the above condi-
tion. We used daily flux rates from 1980 to 2005 in this period repeatedly. The upper boundary 
related to boron movement was represented by boundary condition of concentration flux. We 
assumed that the boron input concentration in 2005 was the same as the observed concentration 
of boron at the top of the loam layer in 2005 and decreased with the same gradient in the second 
condition. 

2.5 Estimating Boron Concentration in Groundwater 
We defined boron concentration in groundwater as the concentration of boron in soil water at 

G.L.−13.1 m the central depth of the first aquifer. We calculated secular variation in boron con-
centration in groundwater from 1980 to 2080, and assessed the risk of groundwater contamina-
tion by boron in the future by comparing the results with the Japanese groundwater criteria (1.0 
mg L−1). 

3 RESULTS AND DISCUSSION 
3.1 Predicted Boron Concentration in Soil 
Figure 2 shows the simulated boron profile in soil water in 2005, 2030 and 2080. The simulated 
boron profile agrees well with the profile measured in 2005. However, there is a small differ-
ence in boron concentration below G.L.−5.0 m between the predicted and observed concentra-
tions. After 2005, the predicted peak of boron concentration was less and the peak depth was 
deeper than that in 2005. Moreover, in 2080, the simulated boron concentration was less than 
the soil leaching criteria at every observed depth.  

3.2 Predicted Boron Concentration in Groundwater 
Figure 3 shows the simulated boron concentration in groundwater from 1980 to 2080 which in-
creased rapidly in 2020 and reached a peak in 2040. The simulated peak concentration was 1.5 
mg L−1 which exceeds the Japanese groundwater criteria (1.0 mg L−1). After 2040, the concen-
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Figure 2. Measured Boron profile in soil water in 2005 and Simulated Boron profile in 2005, 2030 and 
2080. Circle indicates measured boron concentration in soil water and lines are obtained by simulation.
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tration decreased and was same as the Japanese groundwater criteria in 2065. The period during 
which boron concentration exceeded 1.0 mg L−1 was about 40 years. 

3.3 Risk of Groundwater Contamination 
As mentioned above, the period during which the boron concentration exceeded the Japanese 

groundwater criteria (1.0 mg L−1) was about 40 years and the predicted peak concentration was 
about 1.5 times higher than that criteria. 

We concluded that this contaminated soil should be measured, because there is a possibility 
that point A will become a source of groundwater contamination. For examples, we can recom-
mend covering the contaminated soil by water interception asphalt to keep out infiltration rain-
fall and monitoring of groundwater quality considering these high countermeasure costs. 

Figure 3. Simulated boron concentration in groundwater from 1980 to 2080. Lines are obtained by 
simulation. Boron concentration in groundwater is defined as the concentration of boron in soil water at 
the G.L.−13.1 m the central depth of the first aquifer. 
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Using this procedure, we can estimate the risk of groundwater contamination from contami-
nated soil more precisely. 

4 CONCLUSION 

In this study, we developed a risk assessment method for groundwater contamination from 
contaminated soil based on process-based models and applied it to a boron contaminated site.  

We simulated the boron concentration in the unsaturated and saturated zone and groundwater 
from 1980 to 2080, using a convective-dispersion equation that includes the adsorption of boron 
under actual and hypothetical rainfall events. As a result of the simulation, the predicted boron 
concentration in groundwater was over 1.0 mg L−1 (the Japanese groundwater criteria) from 
2025 to 2065 for about 40 years. However, the predicted peak concentration was only about 1.5 
times higher than the Japanese groundwater criteria. 

We concluded that this contaminated soil should be measured, because there is a possibility 
that point A will become a source of groundwater contamination. As mentioned above, this me-
thod can help estimating the risk of groundwater contamination from contaminated soil more 
precisely and the decision-making for selecting countermeasure methods for stakeholders. 
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ABSTRACT: Simple, low-cost and portable laboratory equipment was developed to determine 
the unsaturated hydraulic properties of undisturbed soil sample. The significant advantages of 
the proposed method are the reduction of soil disturbance by measuring saturated and unsatu-
rated hydraulic conductivities with identical equipment and quick/easy applicability in the field. 
Air pressure in the equipment was controlled by portable suction pump. Cumulative outflow 
from soil sample and bottom pressure were measured with time. The soil hydraulic properties 
were estimated using the inverse method in HYDRUS-1D software. Some technical know-how 
and detailed practical procedures were described for easy use of the method. 

ABSTRACT: Simple, low-cost and portable laboratory equipment was developed to determine 
the unsaturated hydraulic properties of undisturbed soil sample. The significant advantages of 
the proposed method are the reduction of soil disturbance by measuring saturated and unsatu-
rated hydraulic conductivities with identical equipment and quick/easy applicability in the field. 
Air pressure in the equipment was controlled by portable suction pump. Cumulative outflow 
from soil sample and bottom pressure were measured with time. The soil hydraulic properties 
were estimated using the inverse method in HYDRUS-1D software. Some technical know-how 
and detailed practical procedures were described for easy use of the method. 
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1 INTRODUCTION 

Many laboratory methods such as one- and multistep outflow or evaporation method have 
been developed to determine soil hydraulic properties (relationship between volumetric water 
content θ and soil water pressure head h, relationship between θ and unsaturated hydraulic 
conductivity K). In many case, saturated hydraulic conductivity Ks was measured by a constant 
head method or a falling head method. After that, K was measured with different equipment. In 
this study, we used same equipment to measure K and Ks of undisturbed soil. Soil hydraulic 
properties were determined with simple and low-cost equipment using the inverse option in 
HYDRUS-1D software. 

 laboratory methods such as one- and multistep outflow or evaporation method have 
been developed to determine soil hydraulic properties (relationship between volumetric water 
content θ and soil water pressure head h, relationship between θ and unsaturated hydraulic 
conductivity K). In many case, saturated hydraulic conductivity Ks was measured by a constant 
head method or a falling head method. After that, K was measured with different equipment. In 
this study, we used same equipment to measure K and Ks of undisturbed soil. Soil hydraulic 
properties were determined with simple and low-cost equipment using the inverse option in 
HYDRUS-1D software. 

2 EXPERIMENTAL EQUIPMENT AND METHODS 2 EXPERIMENTAL EQUIPMENT AND METHODS 
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Figure 1  Simple and low-cost equipment to determine soil hydraulic properties. Figure 1  Simple and low-cost equipment to determine soil hydraulic properties. 

Lt

Evaporation reduction unit 

Wire mesh filter plate 

Porous plate 

T shape stopcock 

Buffer tank 

Cylindrical sampler

Outflow tube 
Graduated cylinder 

Pressure gauge 

Water supply tank 

Ls
Lc

Portable suction pump 



The proposed equipment consists of water supply tank, evaporation reduction unit, wire mesh 
filter plate, cylindrical sampler, porous plate, T shape stopcock, buffer tank, vacuum pump and 
graduated cylinder as shown in Fig. 1.  

2.2 Experimental procedure 
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  Figure 2  Apparatus for determination of (a) saturated hydraulic conductivity Kcs of porous plate, 
(b) saturated hydraulic conductivity K of soil and porous plate, (c) unsaturated hydraulic 
conductivity K(h) and (d) initial pressure distribution in soil and porous plate using in-
verse technique. 

  Figure 2  Apparatus for determination of (a) saturated hydraulic conductivity Kcs of porous plate, 
(b) saturated hydraulic conductivity K of soil and porous plate, (c) unsaturated hydraulic 
conductivity K(h) and (d) initial pressure distribution in soil and porous plate using in-
verse technique. 

  
Under constant vacuum condition in buffer tank, Kcs was estimated from upper pressure head 

(water depth in cylindrical sampler), bottom pressure head (air pressure Pa in buffer tank and 
length Lt of outflow tube) and outflow flux q (area A of cylindrical sampler and outflow rate Q), 
and thickness Lc of porous plate as shown in Fig.2 (a). The soil column in cylindrical sampler 
with inner diameter D of 5.0 cm and height Ls of 5.1cm was fitted on saturated porous plate by 
o-ring and screws. Soil was saturated using water supply tank and T shape stopcock as shown in 
Fig.2 (b). Soil saturated hydraulic conductivity Ks in cylindrical sampler was estimated from the 
appearance combined soil and porous plate saturated conductivity Ka, Ls, Kcs and Lc using fol-
lowing equation.  

Under constant vacuum condition in buffer tank, Kcs was estimated from upper pressure head 
(water depth in cylindrical sampler), bottom pressure head (air pressure Pa in buffer tank and 
length Lt of outflow tube) and outflow flux q (area A of cylindrical sampler and outflow rate Q), 
and thickness Lc of porous plate as shown in Fig.2 (a). The soil column in cylindrical sampler 
with inner diameter D of 5.0 cm and height Ls of 5.1cm was fitted on saturated porous plate by 
o-ring and screws. Soil was saturated using water supply tank and T shape stopcock as shown in 
Fig.2 (b). Soil saturated hydraulic conductivity Ks in cylindrical sampler was estimated from the 
appearance combined soil and porous plate saturated conductivity Ka, Ls, Kcs and Lc using fol-
lowing equation.  
                                                         ……………  (1)                                                          ……………  (1) 
  
After test of (b), T shape stopcock was closed and soil surface water was carefully removed by 
needle-tipped syringe. Evaporation reduction unit was set on the soil as shown in Fig.2 (c). Pres-
sure gauge and portable suction pump were connected to buffer tank. Initially, pressure distribu-
tion in soil and porous plate should be as shown in Fig.2 (d). Bottom pressure head hb of porous 
plate was equal to Pa – Lt. We started the experiment by opening T shape stopcock and meas-
ured manually air pressure variation Pa (kPa) in buffer tank with pressure gauge and cumulative 
outflow rate variation CumQ in graduated cylinder with time t. 

After test of (b), T shape stopcock was closed and soil surface water was carefully removed by 
needle-tipped syringe. Evaporation reduction unit was set on the soil as shown in Fig.2 (c). Pres-
sure gauge and portable suction pump were connected to buffer tank. Initially, pressure distribu-
tion in soil and porous plate should be as shown in Fig.2 (d). Bottom pressure head hb of porous 
plate was equal to Pa – Lt. We started the experiment by opening T shape stopcock and meas-
ured manually air pressure variation Pa (kPa) in buffer tank with pressure gauge and cumulative 
outflow rate variation CumQ in graduated cylinder with time t. 
  Data set of variation of bottom pressure head hb 
(cm) and cumulative outflow flux Cumq (cm) ( = 
CumQ/A) with time were shown in Fig.3 (a) and (b), 
respectively. Difference between traditional one- or 
multistep method and the proposed continuous suction 
outflow method is that bottom pressure head at 
switching of air pressure does not change rapidly in 
the proposed method as shown in Fig.3 (a). The Cumq 
data was obtained by manually measurement of time 
with stopwatch across the horizontal line in graduated 
cylinder such as 5mL-line, 10mL-line, 15mL and so 
on. Here, Pa = -20kPa and -65kPa (1kPa=10.2 cm). 
After experiment, soil water content θfinal was meas-
ured by dry-oven method and initial water content θin-

ital was estimated using CumQ data. 

  Data set of variation of bottom pressure head hb 
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2.3 Input data for inverse option in HYDRUS-1D software 
We used the recent software version 4.05 of HYDRUS-1D (2008.5.31) with van Genuchten-

Mualem soil hydraulic model for determination of soil hydraulic properties.  
 
  
  
  
  
  
  
  
Figure 4   Input data of initial estimate, minimum and maximum values for soil. Figure 4   Input data of initial estimate, minimum and maximum values for soil. 
  
Residual water content θr should be θfinal and saturated water content θs should be θinitial. Soil 

saturated hydraulic conductivity Ks was estimated using equation (1) and parameter l was 0.5. 
Range of parameter from minimum to maximum value was considered the measurement error 
such as water content of 0.01 or 0.02 cm3/cm3 and K of one order difference.  

Residual water content θr should be θfinal and saturated water content θs should be θinitial. Soil 
saturated hydraulic conductivity Ks was estimated using equation (1) and parameter l was 0.5. 
Range of parameter from minimum to maximum value was considered the measurement error 
such as water content of 0.01 or 0.02 cm3/cm3 and K of one order difference.  

  
  
  
  
  
  
  
  
Figure 5   Input data of initial estimate, minimum and maximum values for porous plate. Figure 5   Input data of initial estimate, minimum and maximum values for porous plate. 
  
Parameter Alpha should be very small value because of saturated condition every time. Also 

porous plate saturated hydraulic conductivity was Kcs measured as shown in Fig.2 (a). 
Parameter Alpha should be very small value because of saturated condition every time. Also 

porous plate saturated hydraulic conductivity was Kcs measured as shown in Fig.2 (a). 
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The inverse option has proved to be very popular with many users, leading to a large number 
of applications in simple laboratory experiments (Šimůnek et al. 2008). 
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Fig. 6 shows one of the results of inverse solution 
based on the continuous suction outflow method. 
Calculation results are as follows: 

Fig. 6 shows one of the results of inverse solution 
based on the continuous suction outflow method. 
Calculation results are as follows: 
SSQ:      0.000484 SSQ:      0.000484 
      Lower < 95% confidence < Upper       Lower < 95% confidence < Upper 
WCR(θr):    0.286 < 0.2948 < 0.303 (cm3/cm3) WCR(θr):    0.286 < 0.2948 < 0.303 (cm3/cm3) 
WCS(θs):    0.653 < 0.664 < 0.676 (cm3/cm3) WCS(θs):    0.653 < 0.664 < 0.676 (cm3/cm3) 
ALPHA:  0.00512 < 0.0066 < 0.00807 (1/cm) ALPHA:  0.00512 < 0.0066 < 0.00807 (1/cm) 
N(n):       1.24 < 6.56 < 11.87 N(n):       1.24 < 6.56 < 11.87 
CONDS(Ks): 0.06 < 0.0826 < 0.105 (cm/min) CONDS(Ks): 0.06 < 0.0826 < 0.105 (cm/min) 
CONDS(Kcs):0.000192 < 0.000316 < 0.00044 (cm/min)      Figure 6  Fitting result of Cumq(t).  CONDS(Kcs):0.000192 < 0.000316 < 0.00044 (cm/min)      Figure 6  Fitting result of Cumq(t).  

  
  
  
  
  
  
  
  
  

Figure 7   Relations of log(K) and θ to h obtained by HYDRUS-1D inverse solution. 



 

 

3.2 Practical exercise with students 
Many case studies could be used for training and practical exercise with students. But each 

student had different level of computer skill. Especially, inverse solution is one of the most dif-
ficult training exercises compared with normal simulation. A couple of students could not obtain 
final parameters because of inappropriate input data or initial parameters of Alpha and n. 
Another problem was wrong experimental data for inverse solution. 

3.3 Special soil amendment 
Good water management along with appropriate soil 

amendments is necessary for sustainable crop production 
(Inoue et al. 2008). Information of soil hydraulic proper-
ties for soil amendments is required for discussion and 
evaluation of irrigation scheduling, such as topics of total 
readily available moisture and water holding capacity.  

However, the experiments on water holding capacity 
of sand mixed with super absorbent polymer (SAP) was 
difficult with some traditional methods since the material 
was expanded by swelling of SAP as shown in Fig.8. As 
a result, another soil amendment, bark treatment or bark 
mulching was sometime used.  

In objective function of inverse method, the data of 
pressure head with tensiometer was used to eliminate 
non-uniqueness problem of traditional multistep outflow 
method. The measurement of soil pressure head was more 
difficult with tensiometer, as larger amount of bark was 
mixed in soil. 

Figure 8 Expanded volume by swelling. 

Figure 9 Sand mixed with bark. 

4 CONCLUSIONS 

Organic materials are often used in actual agriculture as soil amendments. The soil hydraulic 
properties of undisturbed core sample with organic material in actual field can be measured us-
ing the proposed continuous suction outflow method. It is important to conduct careful experi-
ment in other to get the variation of air pressure and cumulative outflow rate with time. Also, the 
selection of parameter of Alpha and n in van Genuchten – Mualem equation is important for 
suitable inverse solution to estimate soil hydraulic properties in agricultural field. In order to ac-
curately use the inverse solution option of HYDRUS-1D, more detail procedure information is 
needed. 
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ABSTRACT: In this study, the effect of soil organic material on unsaturated hydraulic 
conductivity of clay soil was estimated using the inverse solution method with cumulative 
outflow and soil water pressure head measured simultaneously during laboratory transient 
multisep outflow experiments. The standard errors of the optimization parameters are less than 
5 % of the parameter values. The possible use of the unimodal equation to estimate the 
unsaturated hydraulic conductivity of organic soil was discussed. 

1  INTRODUCTION 
Knowledge of the hydraulic properties of unsaturated soils is essential for most studies 
involving water flow and solute transport in the vadose zone. Many traditional methods to 
determine these properties require relatively restrictive initial and boundary conditions, and 
thus can be time-consuming, laborious, and expensive. Moreover, these methods generally aim 
at identifying either the retention or conductivity properties. Because of major advances in 
computational techniques and computer power, estimation of the unsaturated soil hydraulic 
properties by means of inverse modeling has now become an attractive alternative to traditional 
methods (Hopmans et al., 2002).  

Popular laboratory approaches for the inverse estimation of the soil hydraulic properties 
have been one-step or multistep outflow methods (Durner et al., 1999). Whereas the general 
feasibility of outflow experiments for identifying hydraulic functions has been demonstrated in 
several studies (e.g., Hopmans and Simunek, 1999), the applicability and success of this 
method is often still limited by the ill-posedness of the problem being considered. Many studies 
have discussed the validity of the van Genuchten-Mualem model on the basis of direct 
comparisons between estimated and measured values of hydraulic conductivity 
(Stephens, 1992), as well as on the basis of theoretical analyses (Vogel and Cislerova, 1988). 
The model has produced satisfactory results in soils with a unimodal pore-size distribution, 
normal or log-no  rmal shaped.  

The organic matter content has been found to be one of the main factors controlling the 
aggregate stability of soils (Lado et al., 2004). It is often assumed that greater organic matter 

content in the soil will result in higher saturated hydraulic conductivity (KS). The rationale 
behind such assumption is that more soil aggregation is linked to greater organic matter 
contents. Organic matter content and bulk density tend to be negatively correlated and therefore 

organic matter content and porosity are thought to be positively correlated. In well aggregated 
soils the pore system is frequently partitioned into intraaggregate and interaggregate 
(Tamari, 1994), thus resulting in bimodal pore-size distributions (Zurmühl and Durner, 1998), 
with one maximum in the range of textural pores and another in the range of structural pores. In 
such soils the independent draining of the inter- and intraaggregate pores frequently results in a 
steep slope of the retention curve near saturation (Thony et al., 1991), which a single van 
Genuchten or any unimodal-type function may not reproduce adequately (Mallants et al., 1997). 
In this study, an attempt to determine unsaturated hydraulic conductivity functions of clay soil 
treated with different concentrations of organic material with unimodal equation was 
conducted. The estimation was undertaken using the inverse solution method with cumulative 
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outflow and soil water pressure head measured simultaneously during laboratory transient 
multisep outflow experiments. We compared results obtained by computer optimization using 
the inverse technique with the results taken directly from our laboratory measurements. 

2  MATERIALS AND METHODS 
The soil used in this study was taken from Tohaku in Tottori prefecture, Japan. The soil was 
collected from the soil surface of mountains cut, which has originated from red volcanic ash. 
It was air-dried, ground to an aggregate larger ≤ 5 mm, and then sieved through a 2 mm 
screen and the material ≤ 2 mm was used in the study. The textural composition of the soil 
was 539, 283, and 178 g kg-1 of clay, silt, and sand, respectively.  

Wood debris with clay structure provided by the Japan Green Inc. was used as soil organic 
amendments in this study. The organic material was mixed with the clay soil at a rate of 5, 10, 
15, and 20 % in volume ratio. 

2.1  Saturated hydraulic conductivity 
One hundred and fifteen grams of dry treated soil were packed in 100 cm3 soil column with a 
soil bulk density of 1.15 Mg m-3. The saturation was undertaken from the bottom of the soil 
columns with distilled water for 24 hours under controlled room temperature at 25 ºC. The 
saturated hydraulic conductivity was conducted by following the falling-head method 
described by Klute and Dirksen (1986). 

2.2  Multistep outflow method  
The calculation of K (θ) using the inverse solution technique uses the combination of van 
Genuchten's θ (h) model (1980) 
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with the pore-size distribution model of Mualem (1976) to yield (van Genuchten, 1980) 
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where Se is the effective saturation (0 ≤ Se ≤ 1), θr (cm3 cm-3) and θs (cm3 cm-3) are the residual 
and saturated water contents, respectively; KS (cm s-1) is the saturated hydraulic conductivity; ℓ 
denotes the pore-connectivity parameter fixed to be 0.5; α (cm-1), and n are empirical 
parameters. In order to simulate outflow and pressure head in the optimization of the 
parameters of the hydraulic model, we used the program HYDRUS-1D model (Šimůnek et al., 
1998), which is based on Marquardt's method (1963). 

The experimental setup consisted of a 100 cm3 soil column stainless-steel assembled in the 
pressure cell with a 0.7 cm thick, and 1000 cm air-entry porous ceramic plate at the bottom 
connected with a burette. The saturated hydraulic conductivity of the porous ceramic plate was 
1.25x10-3 cm s-1. Soil samples were packed to predetermined bulk density of 1.15 Mg m-3. Soil 
samples were saturated from the bottom and subsequently equilibrated to an initial soil water 
pressure head of 0 cm at the column center. In order to keep the soil surface at the atmospheric 
pressure, the top of soil column was connected with plastic tube inside of perspex cylinder 
perforated with two different positions in both edges. The perspex cylinder was filled with 



water at a depth smaller than the height of the inner plastic tube to minimize evaporation loss. 
Multistep pressurized outflow experiments were performed on the four soils using a pressure 
pump in a constant-temperature room at 25 °C. Each pressure increase will drive water out of 
the sample, through the ceramic plate and into the burette where the time-series of the outflow 
volume is recorded with a pressure transducer. Static equilibrium occurs when the outflow 
stops, leaving an opportunity to determine a water retention point. Subsequently, the air 
pressure is raised again until the maximum pressure is reached. We performed the 
measurements at -10, -20, -30, -40, -60, -100, -200, -300, -400, and -600 cm of head pressure. 
Final water content was determined by drying the samples at 105 ºC. 

3  RESULTS AND DISCUSSION 

Table 1. Fitted parameter values for the retention data. 
 θr θs α n KS 
 cm3/cm3 cm3/cm3 1/cm  cm/s 

5 % 0.05 0.5925 0.481 10-2 1.274 0.515 10-4 
10 % 0.15 0.5945 0.768 10-2 1.298 0.788 10-4 
15 % 0.12 0.6075 0.595 10-2 1.365 0.926 10-4 
20 % 0.2 0.6855 0.567 10-2 1.612 0.210 10-3 

3.1  Soil water retention curve 
In Figure 1, inversely determined retention curves and observed data retention curves from 
near-equilibrium outflow of the treated soil with different organic material concentration are 
shown. It was found that both curves agreed well with the retention data for all treated soils, it 
implies the reliability of both the observed and the fitted curves. This experiment results 
suggests that the unimodal equation could be still used for estimating the water retention curve 
of some clay soil treated with organic materials. The parameter values used for the fitted 
retention curves are listed in Table 1. 
 

Figure 1. Soil water retention curves. Figure 2. Soil unsaturated hydraulic conductivity.
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3.2  Unsaturated hydraulic conductivity 
The saturated hydraulic conductivity determined with falling-head of the soils treated with 5, 
10, 15, and 20 % volumetric organic content was 4.89x10-5, 7.55x10-5, 9.55x10-5, and 2.15x10-4 
cm s-1, respectively. Hydraulic conductivities, K (Se), determined from the equations (1) and (2) 
are given in Figure 2. The optimized parameter values were shown in Table 1. The standard 
errors of the parameters are less than 5 % of the parameter values. It was found from that the K 
(Se) increased with increasing the concentration of the organic material. This result was in 
agreement with the fact that organic matter improves the soil aggregate structure by increasing 
the aggregate size and the pore space between aggregate sizes. Based on this study, the 
estimation of the K (Se) affected by soil organic material could be still possible with the 
unimodal equation. 

4  CONCLUSION 
The organic matter content has been known to be one of the main factors controlling the soil 
aggregate structure. In this study, the effect of soil organic material on unsaturated hydraulic 
conductivity of clay soil was estimated using the inverse solution method with cumulative 
outflow and soil water pressure head measured simultaneously during laboratory transient 
multisep outflow experiments. It was found that the inversely determined curves agreed well 
with the retention of the observed data for all treated soils, thus implies the reliability of both 
the observed and the fitted curves. The estimated unsaturated hydraulic conductivity was found 
in agreement with the positive effect of organic matter on the soil aggregate structure.  

The possible use of the unimodal equation to estimate the unsaturated hydraulic conductivity 
of organic soil as shown in this study could help to take a decision making for the maintenance 
of soil organic matter content. 

5  REFERENCES 
Durner, W., Schultze, B. & Zurmühl, T. 1999. State-of-the-art in inverse modeling of inflow/outflow 

Experiments. p. 661-681. In M.Th. van Genuchten et al. (ed.) Proc. Int. Workshop on 
Characterization and Measurement of the Hydraulic Properties of Unsaturated Porous Media. Univ. 
of California, Riverside.  

Hopmans, J. & Simunek, J. 1999. Review of inverse estimation of soil hydraulic properties. p. 643-659. 
In M.Th. van Genuchten et al. (ed.) Proc. Int. Workshop on Characterization and Measurement of the 
Hydraulic Properties of Unsaturated Porous Media. Univ. of California, Riverside.  

Hopmans, J.W., Simunek, J., Romano, N. & Durner, W. 2002. Simultaneous determination of water 
transmission and retention properties. Inverse methods. p. 963-1008. In J.H. Dane and G.C. Topp 
(ed.). Methods of soil analysis. Part 4. SSSA Book Ser. 5. SSSA, Madison, WI.  

Klute, A. & Dirksen, C. 1986. Hydraulic conductivity and Diffusivity, laboratory methods. p. 687-734. 
In A. Klute (ed.) Methods of soil analysis. Part I, 2nd ed., SSSA Book Ser. 5. SSSA, Madison, WI. 

Lado, M., Paz, A. & Ben-Hur, M. 2004. Organic matter and aggregate-size interactions in saturated 
hydraulic conductivity. Soil Sci. Soc. Am. J. 68: 234-242. 

Mallants, D., Tseng, P.H., Toride, N., Timmerman, A. & Feyen, J. 1997. Evaluation of multimodal 
hydraulic functions in characterizing a heterogeneous field soil. J. Hydrol. 195: 172-199. 

Marquardt, D. W. 1963. An algorithm for least-squares estimation of nonlinear parameters. SIAM J. Appl. 
Math., 11: 431-441. 

Mualem, Y. 1976. A new model for predicting the hydraulic properties of unsaturated porous media. 
Water Resour. Res. 12: 1248-1254.  

Stephens, D.B. 1992. A comparison of calculated and measured hydraulic conductivity of two uniform 
soils in New Mexico. p. 249-262. In M.Th. van Genuchten, et al. (ed). Indirect methods for estimating 
the hydraulic properties of unsaturated soils. Riverside: Univ. of California. 

Šimůnek, J., van Genuchten, M. Th. Gribb, M. M. & Hopmans, J. W. 1998. Parameter estimation of 
unsaturated soil hydraulic properties from transient flow processes. Soil & Tillage Research 47: 27-36. 

Tamari , S. 1994. Relations between pore-space and hydraulic properties in compacted beds of silty-
loam aggregates. Soil Technol. 7: 57-73. 



Thony, J.L., Vachaud, G., Clothier, B.E. & Angulo-Jaramillo, R. 1991. Field measurement of the 
Hydraulic properties of soil. Soil Technol. 4: 111-123.  

van Genuchten, M.Th. 1980. A closed-form equation for predicting the hydraulic conductivity of 
unsaturated soils. Soil Sci. Soc. Am. J. 44: 892-898. 

Vogel, T. & Cislerova, M. 1988. On the reliability of unsaturated hydraulic conductivity calculated from 
the moisture retention curve. Transp. Porous Media 3: 1-15.  

Zurmühl, T. & Durner, W. 1998. Determination of parameters for bimodal hydraulic functions by 
inverse modeling. Soil Sci. Soc. Am. J. 62: 874-880. 

 



 

 

Integrated Modeling of Watershed Hydrologic Fluid and Heat 
Flows 

K. Inaba 
Takenaka Research & Development Institute, Inzai, Chiba, Japan 

H. Tosaka & M. Yoshioka 
Graduate School of Eng. The Univ. of Tokyo, Bunkyo-ku, Tokyo, Japan 

ABSTRACT: The expansion of city region occurs the situation to the deterioration and decrease 
in the natural ecosystem according to the expansion of no infiltration area, the ground water 
level drawdown, groundwater pollution, and so on. It is pointed out that the watershed manage-
ment at regional area from city region to mountainous takes the key role to solve these prob-
lems. From a scientific, technological point of view, the development of the modeling of hydro-
logic and thermal circulation processes in the watershed becomes very important. We developed 
the geosphere hydrological and thermal circulation modeling method which includes the physi-
cal processes related to fluid and heat transportation. This method has the possibility of becom-
ing useful in evaluating the whole system of hydrologic and thermal circulation in the geos-
phere. 

1 INTRODUCTION 
The hydrologic circulation of water, a large-scale cycle of mass and heat movement on the earth 
surface is generated mainly by solar radiation in hydrosphere and gravity, transported through 
the atmosphere, and becomes rainfall/snowfall, surface runoff, underground infiltra-
tion/discharge, evapotranspiration at land areas. 

Recent scientific predictions have warned that the promotion of the global warming through 
this century might cause serious changes in the hydrological cycle, might arise increase in natu-
ral disasters, and water problems related to shortage of water resources and desertification. In 
order to preserve local environments, we need to solve environmental problems such as the de-
gradation of natural environment due to urbanization and the increase of drought area as well as 
industrially waste and contaminated lands. 

Nowadays, “watershed management” plays a crucial role in administrative policy for securing 
water resources, preventing natural disasters, and preservation of regional environment. For 
practical and reasonable management, it is essential for us to provide reliable scientif-
ic/engineering understandings and evaluation methods using numerical models for management 
purposes because it is impossible to observe with high accuracy whole regional area and it is 
difficult to evaluate total system of regional area based on human experience and knowledge. 

From the aspect of modeling, the watershed hydrologic environment consists of fluids and 
heat processes including solar short wave radiation, atmospheric/surface long wave radiations, 
rainfall/snowfall, surface runoff, underground infiltration/discharge, evapotranspiration at land 
areas. The ecosystem and man-made system are under such processes (See Fig. 1). 

There are many types of numerical models practically used for river runoff and flood analys-
es, and groundwater analysis. Most of these simulation models deal with the mass flow of the 
liquid phase water. However, we realize that increasing number of environmental assessments 
basically needs the consideration of heat flow taking place simultaneously with the fluid trans-
port. For example, in assessing the urban heated environment, to understand the state and find-
ing out the mitigation measures, consideration of thermal flow becomes important. Moreover, 



 

 

the thermal data from the watershed could be very useful information to improve reliability of 
identifying the field hydrological/hydraulic parameters, in addition to the ordinary data. Current-
ly, no numerical code applicable for the watershed-scale fluid-heat coupled modeling is known. 

In this study, the authors propose a new type environmental simulator, that is, a physically-
based hydrologic fluids and heat circulation model including the near-surface atmospheric layer, 
the surface and subsurface regions of a watershed. 

 
 

rain/snow 

Surface run-off 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Conceptual water and heat circulation in a watershed 

2 MATHEMATICAL MODEL 
2.1 The concept of the integrated model 
The following processes are included referring to Tosaka et al. (1996) for modeling natural wa-
ter and heat circulation system in geosphere. 

- Surface heat processes consisting of solar radiation, long wave emission, sensible and latent 
heat transport 

- Water and heat input by the rainfall and/or snowfall (accumulation and melting) 
- Surface flow and subsurface 2-phase flow 
- Heat transport by surface and subsurface flow, and through soil and geological formations 
- Thermally non-equilibrium states among air/liquid/solid phases are assumed by separating 

respective phase temperatures.  
Primary variables to model processes are (a) atmospheric pressure (atmospheric pressure or 

underground vapor pressure), (b) water saturation (water depth at surface or underground water 
saturation), (c) concentration of dissolved matter, (d) ground snow depth, (e) water temperature 
(surface water or groundwater temperature), (f) air temperature (atmospheric temperature or un-
derground vapor temperature), (g) solid phase temperature (snow temperature at surface or un-
derground solid phase temperature). 

Seven equations of the conservation of mass and energy are solved with the fully implicit fi-
nite difference method. 

2.2 Heat budget at the ground surface 
Double layer model (Kondo and Watanabe, 1992) is employed here. 

In this model, the heat flux for each unit area that ground surface and the plant layer receive is 
shown by the following expressions. 
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ΔQg,v is the energy amount the ground or vegetation receives, fv is the transmittance of the ve-
getation layer, Tv is the vegetation temperature, Tg is the surface temperature, R↓ is the net radi-
ation, Hg,v is the sensible heat from ground or vegetation to atmosphere, Eg,v is the evapotranspi-
ration from the ground or vegetation, I is the blocking evaporation by the canopy, G is the soil 
heat flux. 

2.3 Surface/Subsurface fluid flow 
Hydraulically, river flow or surface flow on the slope is generally described as an open chan-

nel flow. Practical water velocity used for runoff analysis is obtained as the Kinematic Wave 
(KW) or Diffusion Wave (DW). In most run-off simulations, KW is used for the calculation of 
river networks. We here use the DW velocity because it is more appropriate and flexible than 
the KW in treating the flow on the topographic surface.  

The diffusion wave velocity is expressed as, 
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where  is the Manning’s coefficient of roughness of the channel floor and walls, n R  is the 
hydraulic radius defined and I is the gradient of water surface defined by 
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where, h is the water depth, W is the width of a rectangular channel, z is the altitude, x is the 
axis along the surface. For shallow surface water flow, R can be approximated as  
(W>>h). 

hWR ≈

For the flow velocity in porous media, we use the air-water 2-phase Darcy’s law as 
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where, k: permeability, kr: relative permeability, μ: viscosity of fluid, Ψ: hydraulic potential. 

2.4 Heat transfer 
The heat is transported with the mass flow as 

x
T
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where qp is the heat flux for a unit section and unit time in p phase, λp
* is the thermal conduc-

tivity including mechanical dispersion in p phase, Hp is the enthalpy of p phase for a unit sec-
tion. The affixing p shows the kind of phase (p=w: water, a: air, s: solid phase).   

2.5 Heat exchange among phases 
In the thermal model used for groundwater models, geothermal models, and petroleum reservoir 
models, the assumption that the water-vapor-solid phases have the same temperature, i.e., the in-



stant thermal equilibrium conditions among phases is employed. In the natural hydrological sys-
tem, however, we observe usually non-equilibrium conditions thermally. 

These considerations have led us to the formulation which assumes thermally non-
equilibrium state among gas, liquid and solid phases. We give independent temperatures for sol-
id, water and air within the same discretized grid block. The transient solution of heat conduc-
tion at the interface of two different temperatures (Tp1,Tp2) of each phase (p1,p2) per unit area 
can be expressed as 
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where,ep1→p2 is average heat crossing the contact boundary in contact time , λe is effective 
heat conductivity. In this paper, λe is assumed as the heat conductivity of downstream phase. 

tΔ

2.6 Solute transfer 
The solute transfer with the flow of water is expressed by the convection-dispersion flux as 

x
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where C is the solute concentration, D*is the dispersion coefficient of either the turbulent dif-
fusion coefficient for surface flow, or the subsurface dispersion including molecular diffusion 
and mechanical dispersion. 

2.7 Total equation system 
With the mentioned velocity equations and other source terms, the mass balance equations can 
be written as follows. 
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where, qp (p=w, a, s) is the input by precipitation or well production rate, Sp is the saturation, 
φ is the porosity. When p=s, the solid saturation Ss is defined as Ss=(1-φ)/φ. 

The heat balances of respective phases are written as follows. 
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where, Up is the inner energy of p phase per unit. 
In the issue, 4 equations of mass balance (water, air, solute, solid) and 3 equations of energy 

balance (water, air, solid) are led. In addition, the variable is adjusted to seven using the rela-
tional expression like Sw+Sa=1. Therefore, it is possible to solve in the numerical solution. 

3 MODEL OPERATION 

3.1 Input and output data 
The constructed simulator needs ordinary data used in runoff simulation and groundwater simu-
lation, and additional data for thermal properties and thermal conditions as shown in Table1. 

 
 
 
 



Table 1. Model input and output. _______________________________________________________________________________ 
Input   Items      Contents  
/Output _______________________________________________________________________________ 
Input   Static field data  topography of the surface 
           subsurface 3-D geological structure 
           basic rock properties ____________________________________________________________________ 
    Fluid & rock   compressibility 
    data      thermal expansibility 
           viscosity 
           thermal coefficients 
           capillarity 
           relative permeability ____________________________________________________________________ 
    Time dependent  Meteorological  atmospheric pressure 
    data      data      temperature 
                  humidity 
                  wind speed 
                  solar radiation ________________________________________________ 
           Precipitation   rainfall rate ________________________________________________ 
           Land use    land use map 
                  LAI 
                  interception ________________________________________________ 
           Artificial    land modification 
           activity     underground construction 
                  well operation _______________________________________________________________________________ 
Output  Binary     pressure 
    output     water saturation 
           concentration 
           water temperature 
           air temperature 
           solid temperature ____________________________________________________________________ 
    Text      input data for confirmation 
    output     river flow rate 
           groundwater level 
           fluxes at specified points 
           convergence information _______________________________________________________________________________ 

 

3.2 Numeric solution 
The simulator uses the complete implicit FDM method. The 7 difference expansion equations 
are solved by Newton-Rhapson method. In addition, the pre-conditioned conjugate residual me-
thod is used for solution of determinant. 

4 EXAMINATION OF REPEATABILITY BY LABORATORY EXPERIMENT 

4.1 Outline of test equipment 
The test equipment measures the infiltration and heat transfer rate in vadose zone. The outline of 
test equipment shows in Fig. 2. 
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Figure 2. Outline of test equipment 

 
The equipment consists of the test portion and the styrene form. The thermocouples are set at 

the surface of test portion and set -10cm to -80cm level at interval of 10cm. The portion porosity 
is 0.4.  

4.2 Examination 
Four permeability test was implemented using water which was same temperature with the la-
boratory. Using this result, the characteristics in unsaturated zone of the portion was identified. 

The identified capillary pressure curve and the relative permeability curve shows in Fig.3. 
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Figure 3. Capillary pressure curve and relative permeability of water 
 



 

 

The comparison of cumulative flow rate at the bottom between observation data and calcu-
lated value is shown in Fig. 4. 
 

 
Figure 4. Cumulative flow rate 

 
Next, the permeability test using warm water (about 42 degree) of 5 times was done. The re-

sult of heat transfer observation data by thermocouples and the simulation result are shown as 
follows. 
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Figure 5. Temperature change at the surface and –20cm level 
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Figure 6. Temperature change at –40cm level and –60cm level 

5 CONCLUSIONS 

It can be said that the well-repeatable model of fluid and heat transportation in vadose zone is 
constructed. It is important to be going to confirm applicability in the field scale in the future. 



 

 

The simulations that use 2D or 3D regional models are being executed now. Those progress 
reports and the problems in the regional model use are scheduled to be reported on the day. 
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ABSTRACT: The Fayer and Durner models, which modified the water retention curve of the 
van Genuchten (VG) model, combined with the statistical pore-size distribution model of Mua-
lem were used to predict unsaturated hydraulic conductivity functions of Tottori dune sand and 
aggregated Kumamoto Andisol. Parameters of the Fayer and Durner models, as well as the VG 
model, were inversely estimated with the evaporation method. The Fayer model well described 
unsaturated hydraulic conductivity for the dune sand reflecting pore water retention for higher 
water contents and absorbed water retention on the surface of soil particles for lower water con-
tents. The Durner model was suitable to the Andisol whose hydraulic properties were strongly 
affected with the distinct the aggregated structure. The Mualem model can predict unsaturated 
hydraulic conductivity for a wide range of soil water pressure when an appropriate model is 
used for the water retention curve and the pore-connectivity coefficient, l is estimated. Further-
more, it was also suggested that we need to use an appropriate soil water retention function to 
predict unsaturated hydraulic conductivity for much smaller pressure heads than the minimum 
pressure head observed during the evaporation experiment 
 

 
1 INTRODUCTION 

Although the van Genuchten-Mualem model (VG model) is widely used for the hydraulic prop-
erty functions, it is not suitable to sandy soils for lower water content or aggregated soils de-
scribing stepwise shape of retention curves. Fayer and Simmons (1995) and Durner (1994) sug-
gested modified functions for retention curves (Fayer model and Durner model). The objective 
of this study is to evaluate the applicability of the Fayer model to a sandy soil and the Durner 
model to an aggregated soil, especially for the unsaturated hydraulic conductivity functions pre-
dicted with the Mualem’s pore-size distribution model. We inversely estimated parameters of 
the Fayer and Durner models, as well as the VG model with the evaporation method, and com-
pared the calculated pressure heads with the observed ones (Sakai and Toride, 2007a). 

2 HYDRAULIC PROPERTY FUNCTIONS  
2.1 Fayer model 
Fayer and Simmons (1995) modified the residual water content in the VG model to better represent 
the soil water retention curve at low water contents:  

( )( ) ( )1 1
mn

s e a sS h h h a sθ θ χ θ θ α χ θ θ
−

⎡ ⎤= = − + +⎣ ⎦  (1) 

where θ is the volumetric water content [L3L-3], θ s is the saturated water content [L3L-3], Se is the 



effective liquid saturation [-], h is the soil water pressure head [L], α [L−1], n [-], m (= 1-1/n), 
and θa [L3L-3] are empirical shape parameters. The second term χ (h)θa/θ s denotes the adsorp-
tion of water on soil, where χ (h) = 1- ln(-h)/ln(-hm), and hm is the pressure head [L] at the water 
content equal to 0 (Rossi and Nimmo, 1994). We used hm = -10-6 cm in this study. By substitut-
ing Eq. (1) into Mualem’s pore-size distribution model (1976), the closed-form of the unsatu-
rated hydraulic conductivity is given as: 

( ) ( ) 2
max

l
e s e sK S K S h= Γ Γ⎡⎣ ⎤⎦  (2) 

where K is the unsaturated hydraulic conductivity [LT-1], Ks is the saturated hydraulic conductivi-
ty [LT-1], l is the pore-connectivity coefficient [-], and Γs and Γmax are the integrals in Mualem 
model (Fayer and Simmons, 1995). 
 
2.2 Durner model 
Durner (1994) proposed a multimodal retention function which is constructed by a linear super-
position of two VG models: 
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where θr is the residual water content [L3L-3], α2 [L−1], n2 [-], and m2 (= 1-1/n2) are empirical 
shape parameters, and w1 and w2 are weighting factors (w1+w2=1). Combining Eq. (3) with Mua-
lem’s model leads to following closed-form model (Priesack and Durner, 2006): 
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3 EVAPORATION METHOD  
3.1 Evaporation experiment 
Tottori dune sand and Kumamoto Andisol were used for soil samples. Figure 1 shows the meas-
ured soil water retention curves. The retention curve of Tottori dune sand shows an abrupt decrease 
at -20 > h > -50 cm and a gradual decrease at h ≤ -50cm, describing water retention at soil pores 
and at the surface of soil particles. Kumamoto Andisol shows a stepwise soil retention curve de-
scribing retention property inside and outside of aggregates. The Fayer and the Durner model as 
well as VG model were fitted to the observed data, and the resulting values are given in Table1. 
The Fayer and Durner model described well the two distinct water retention properties for the sand 
and the Andisol, respectively. 

Tottori dune sand (bulk density 
ρb =1.62 g cm-3) and Kumamoto 
Andisol (ρb =0.48 g cm-3) were 
packed uniformly in a column 
with a height of 8 cm and inside 
diameter of 3.8 cm, and a column 
with a height of 18.6 cm and in-
side diameter of 7.5 cm, respec-
tively. The soil columns were sa-
turated using a Mariotte tank 
from the bottom. After saturation, 
the bottom of column was closed 
and evaporation was allowed to 
start. Soil water pressure heads at 
each depths (0.5 and 5 cm for 
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Figure. 1 Observed water retention curves for Tottori dune 
sand (Left) and Kumamoto Andisol (Right) with fitted curves 
described with the VG, Fayer, and Durner model.  



sand, 5.5 and 15.5 cm for Andisol) were measured with tensiometers and the amount of water 
removed by evaporation was measured with an electrical balance. The average water content of 
whole column was determined gravimetrically at the time the evaporation experiment was ter-
minated. 

3.2 Inverse analysis 
The column length, initial, and boundary conditions for numerical simulations were given as 
corresponding experiments. The evaporation rate calculated from the measured cumulative eva-
poration amount was used as the upper boundary condition and no flux boundary condition was 
used as lower boundary condition. The pressure head profile measured at the beginning of the 
experiment was used as initial condition. The VG model and the Fayer model were used as the 
hydraulic property function for Tottori dune sand and the VG model and the Durner model were 
used for Kumamoto Andisol. 

All the hydraulic parameters were estimated from the evaporation experiment using parameter 
inversion (Šimůnek et al., 1998; Sakai and Toride, 2007b). The tensiometer readings as a func-
tion of time, the average water content at the end of the experiment, the observed cumulative 
evaporation amount, and the observed retention curve data were used for the objective function 
Φ: 
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where the variables with superscript * indicate measured data sets and without * indicate corres-
ponding model predictions. hj (ti) denotes pressure head at the location j at time ti, m is the num-
ber of measurement depth, nj is the number of measurement, θave denotes the average water con-
tent at the end of the experiment, Ecum(ti) is the cumulative evaporation amount at ti, and θ(h) is 
the retention curve data. w and ν  are weights associated with a particular measurement set or 
point, respectively. ν is defined as 1/(nσ2), where σ 2 is the measurement variances. In this study, 
we used wh = 1, wθ = 10, wE = 10, wθ (h) = 10. Minimization of the objective function is accom-
plished by using the effective Levenberg-Marquardt nonlinear minimization method (Marquardt, 
1963). The values shown in Table 1 and measured saturated hydraulic conductivity (550 cmday-

1 for dune sand, and 200 cmday-1 for Andisol) l = 0.5 (Mualem, 1976) were used as the initial 
values for inverse analyses. Numerical simulations and inverse analyses were carried out using 
HYDRUS-1D (Šimůnek et al. 2005). 

4 RESULTS AND DISCUSSIONS  
4.1 Tottori dune sand 
Observed and fitted pressure heads for Tottori dune sand is shown in Figure 2. The optimized 
retention curve and unsaturated hydraulic conductivity were shown in Figure 3 and the opti-
mized parameters were shown in Table 2. The observed pressure head near the soil surface had a 
drastic decrease after 40 hours, whereas the pressure head at 5 cm depth decreased gradually. 

Tottori dune sand θ r θ a θ s α (cm−1) n w 2 α 2 (cm−1

VG model 0.030
) n 2

− 0.341 0.035 5.20 − − −
Fayer model − 0.085 0.336 0.036 7.06 − − −

Andisol
VG model 0 − 0.769 0.192 1.14 − − −

4 1.47Durner model 0 − 0.744 0.041 2.44 0.59 1.01×10−

Table1 Soil water hydraulic parameters of the VG, Fayer, and Durner models 
fit to the observed soil water retention curves 



The optimized Fayer model described well the observed pressure heads change (Figure 2) and 
observed retention curve (Figure 3). The K(h) function shows different gradients, dlogK/dlogh, 
for higher and lower pressure heads, while the VG model decreased monotonically. This shape 
for the K(h) function is similar to that proposed 
by Tuller and Or (2001), which considers film 
flow for lower water contents as well as pore wa-
ter flow for higher water contents. This results 
indicates that the Fayer model not only modifies 
the VG model for the soil water retention curve, 
but that it also has a profound effect on the unsa-
turated hydraulic conductivity function for lower 
water contents. It is expected that the Fayer mod-
el with calibrated l will describe the unsaturated 
hydraulic conductivity for dry sandy soils better 
than the original VG model. 
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Figure. 2 Pressure heads change during the 
evaporation process for Tottori dune sand. 

4.2 Kumamoto Andisol 
Observed and fitted pressure heads for Kumamo-
to Andisol is shown in Figure 4. The optimized 
retention curve and unsaturated hydraulic con-
ductivity were shown in Figure 5 and the opti-
mized parameters were shown in Table 2. The 
optimized Durner model described well the ob-
served pressure heads change and (Figure 4) and 
observed retention curve (Figure 5). K(h) of the 
Durner model decreased gradually for h < -100 
cm and showed stepwise shape. This indicates 
that the Durner model describes well two distinct 
flow properties inside and outside of aggrigates 
as well as water retention property. 
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Figure. 4 Pressure heads change during the 
evaporation process for Kumamoto Andisol. 

Tottori dune sand θ r θ s α (cm−1) n w 2 α 2 (cm−1) n 2 K s (cmd−1) l
0.0290 0.330 0.034 4.72 − − − 74.88 2.59×10VG model −3

− 0.317 0.035 7.44 − − − 98.88 2.83×10Fayer model −4

0.0004 0.686 0.086 1.14
Andisol

VG model − − − 843.6 −0.092
0.0108 0.678 0.030 2.29 0.63 1.11Durner model ×10−4 1.42 49.5 0.87

Table2 Soil water hydraulic parameters for Tottori dune sand and Kumamoto Andisol obtained 
inversely with the evaporation method. 
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SUMMARY 

The applicability of the Fayer model to a sandy soil and the Durner model to an aggregated soil 
was evaluated using the evaporation method. The Fayer model described the unsaturated hydraulic 
conductivity of Tottori dune sand well reflecting pore water retention for higher water contents 
and absorbed water retention on the surface of soil particles for lower water contents. The Durn-
er model was suitable to the Andisol whose hydraulic properties were strongly affected with the 
distinct aggregated structure. The Mualem model, although it is based on the pore-size distribution 
model, can predict unsaturated hydraulic conductivity for a wide range of soil water pressure when 
an appropriate model is used for the water retention curve and the pore-connectivity coefficient l is 
estimated.  
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Calcium Hydroxide Leaching through a Well-Buffered Volcanic-
Ash Soil with pH Dependent Charges  
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ABSTRACT: Soils have a buffering capacity to moderate pH changes in soil solutions because 
of the pH dependent charges. A variable charge model is proposed assuming dissociation and 
attachment reactions of hydrogen with the hydroxyl reactive groups in soils to evaluate the soil 
buffering capacity. A titration experiment is conducted for a volcanic-ash soil by adding acid 
and alkaline solutions to estimate parameter values for the variable charge model using the 
PHREEQC geochemical database code (Parkhurst and Appelo, 1999). Calcium hydroxide 
leaching process through the well-buffered volcanic-ash soil is then simulated in accordance 
with the proposed variable charge model using a numerical code HP1 (Jacques and Šimůnek, 
2005), which couples HYDRUS-1D for flow and transport and PHREEQC for chemical reac-
tions. When we take into account a suitable buffering capacity based on the variable charge 
model, HP 1 is a promising tool for quantitative evaluation of the acid or alkaline contaminant 
transport though well-buffered soils. 

1 INTRODUCTION 
 
Construction sludge is usually dehydrated with a coagulant material such as lime hydrate for re-
cycling the sludge as a soil foundation. A volcanic-ash soil is often used at the bottom of the 
landfill sites because of its high buffering capacity to minimize adverse effects of high pH solu-
tions of the coagulant material to the surrounding area. For evaluating a soil buffering capacity, 
it is necessary properly to take into account the soil variable charges  

The variable cation exchange capacity (CECv) and anion exchange capacity (AECv) of vol-
canic-ash soils for different pH and electrolyte concentrations have been experimentally deter-
mined by Japanese soil scientists (Wada and Ataka, 1958; Wada, 1980). Okamura and Wada 
(1983) proposed a general regression equation to describe the observed pH dependent CEC and 
AEC. Although the empirical regression formula can be used to predict the CECv and AECv at 
certain pH and concentration, it is necessary to describe explicit reactions of hydrogen or hy-
droxyl ions with soil hydroxyl reactive groups to predict transport of acid or alkaline solutes in 
soils.  

In this study, a variable charge model is firstly proposed to describe the pH dependent 
charges and to evaluate the soil buffering capacity. Then, a titration experiment is conducted for 
a volcanic-ash soil by adding acid and alkaline solutions to the soil-water suspension. Parameter 
values for the variable charge model are determined based on the titration curve using the 
PHREEQC geochemical database code (Parkhurst and Appelo, 1999). Finally, a calcium hy-
droxide leaching process through the volcanic-ash soil is simulated in accordance with the pro-
posed variable charge model. A numerical code HP1 (Jacques and Šimůnek, 2005) is used, 
which couples the water flow and solute transport code HYDRUS-1D (Šimůnek et al., 2005) 
and the geochemical code PHREEQC.  
 



 

 

2 VARIABLE-CHARGE MODEL 
 

A hydrogen ion dissociates from the hydroxyl reactive group j at the edge of clay minerals 
(Soilj ⋅ OH) depending on the soil solution pH. Simultaneously, exchangeable cations M+ from 
the solution phase are electrically adsorbed on the surface (Soil j ⋅O−M+) because of the electric-
al neutrality. The dissociated hydrogen forms water with a hydroxyl ion. 
 
  (1) 2Soil OH OH M Soil O M H O− + − +⋅ + + ⋅ +j j
 
We assume the above reaction does not depend on cation species but simply depends on the to-
tal cation concentrations described as  
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where NM is the number of cation species, ν is the valency, and [ ] is the ion concentration in 
terms of moles of charges. We assume higher valency cations such as Ca2+ also behave similar 
as a monovalent ion in accordance with the moles of charges. Hence we denote Ca2+ in Eq. (1) 
as Ca1/2

+. The equilibrium constant for the dissociate reaction Kvc-j is given by 
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An ion exchange between M+ and H+ takes place according to the following exchange reaction: 
 
  (4) So iil O M H So l O H M− + + − +⋅ + ⋅ +j j
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where KH-M is the exchange constant between M+ and H+. We note that O−H+ denotes the ex-
changeable hydrogen whereas OH is the hydroxyl group as shown in Eq. (1). It is possible to 
further determine a specific exchangeable cation concentration for mixed cation solutions if the 
corresponding exchanges reaction are defined. Since the hydroxyl group may have maximum 
capacity of dissociation, the parameter Svc-j (mmolc/g soil) is defined for the total amount of the 
surface reactive group: 
 
  (6) 

⎦ ⎣ ⎦

- + - +Soil OH Soil O M Soil O H⎡ ⎤ ⎡ ⎤⋅ + ⋅ + ⋅ =⎣ ⎦ ⎣ ⎦⎡ ⎤⎣ ⎦j
 
The sum of exchangeable M+ and H+ can be regarded as the amount of negative charges, which 
corresponds to the CECv, for the reaction group as a result of the hydrogen dissociation.   

When the soil consists of Nvc reaction groups, the sum of exchangeable cations for all reac-
tion groups is equal to the variable cation exchange capacity CECv for the soil. Substituting Eqs. 
(3) and (5) into Eq. (6) leads to 
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Parameters KH-M, Kvc-j, and Svc-j are strictly specific for any different type of soil. They could be 
determined from a titration experiment as shown in the next chapter. The variable anion capaci-
ty AEC v can be also derived as similar to the CECv as described above.  

3 TITRATION EXPERIMENT 
 
A titration experiment was conducted to determine parameters for the variable charge model. A 
soil sample (ms = 5 g) was firstly mixed with distilled water of V0=150 cm3. After adding ΔV 
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cm3 of a NaOH solution (c0 mmolc/cm3), pH of the supernatant solution was measured. The 
mass conservation for Na+ leads to: 
 
 
  (8) ( )0 0 Na Soil O Na

1

+ − +

=

⎡ ⎤ ⎡Δ = + Δ + ⋅ ⎤⎣ ⎦ ⎣∑
vcN

s j
j

c V V V m

ΔOH-

 
Substituting (7) into (8) and assuming [Na+] is equal to [OH-] results in 
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where ΔOH- (=ΔNa+) is the amount of added NaOH per unit weight of soil. The pH of the su-
pernatant solution can be determined as a function of ΔOH- according to Eq. (9).  

The parameters Kvc-j and Svc-j for the variable charge model as well as KHM for the cation ex-
change were determined based on the observed titration data (Fig. 1). When the soil consists of 
two types of reaction groups (Nvc = 2), the fitted curve could reasonably agree well with the ob-
served data. The corresponding variable cation exchange capacity CECv as function of solution 
pH for three ionic concentrations is calculated with Eq. 7 for the optimized parameter values 
(Fig. 2). 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

4 CALCIUM HYDROXIDE LEACHING 

Calcium hydroxide leaching transport through a volcanic ash soil is numerically evaluated. The 
soil is uniformly packed at a bulk density of 0.53 g/cm3 in a 20 cm length column (Fig. 3). A 
calcium hydroxide solution of 10 mmolc/cm3 is applied to the saturated solute-free soil with 
steady-state water flux of 30 cm/h. The volcanic-ash soil has a charge property as described in 
Fig. 1. 

Transport of Ca2+ is described with the convection dispersion equation: 
 
  (10) 
 
where CCa is the Ca2+aqueous concentration (mmolc/cm3), ρb is the soil bulk density (g/cm3), θ  
is the volumetric water content (−), D is the hydrodynamic dispersion coefficient (cm2/h), Jw is 
the volumetric flux (cm/h), and QCais the Ca2+ adsorbed concentration (mmolc/g soil) described 
with the variable charge model: 
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Figure 2. Calculated cation exchange capacity 
CECv based on optimized fitted parameters to 
an observed titration curve. 

Figure.1. A titration curve for a volcanic-ash 
soil. Solid line is fitted with Eq, (9). 
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Because of the electrical neutrality of the soil solution, [OH-] is assumed to be equal to [Ca+

1/2] 
+ [H+]. Furthermore, for an alkaline condition, neglecting [H+] leads to [OH-] ≈ [Ca+

1/2], which 
means the solution pH ([OH-]) can be solely determined from [Ca+

1/2].  
The numerical calculation for the Ca2+ transport through the profile is carried out using the 

HP1 code (Fig. 4): i.e., water flow and nonreactive solute transport parts in Eq. (10) are eva-
luated in HYDRUS-1D, and chemically reactive part QCa in Eq. (10) is evaluated in PHREEQC 
based on the variable charge model with the optimized Kvc-j-M, Svc-j-M and KH-M for Eq. (11). 
Then, using the assumption of [OH-] ≈ [Ca+

1/2] and the general equation of pH, the pH distribu-
tion through the profile is also evaluated (Fig. 5). Finally, the CECv in the soil profile as a func-
tion of Ca2+ according to Eq. (7) is calculated (Fig. 6).   
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Figure. 3. Principle scheme of calcium 

hydroxide leaching experiment.  
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 Figure. 5. Calculated pH profiles during 

leaching through the soil profile. 
Figure. 6. Calculated variable cation ex-
change capacity through the soil pro-
file. 

 
 
 
 
 



 

 

It takes 160 hours (300 pore volume) Ca2+ reaches at the bottom of the column because of 
high buffering capacity of the volcanic-ash soil (Fig. 4). The calculated pH in the soil column 
(Fig. 5) is in correspondence with the experimental obsevations. As the CECv is a function of 
pH and the cation concentration according to Eq. (7), increases in the Ca2+ concentration and pH 
results in the increase in the CECv as shown in Fig. 6. With taking into account a suitable buf-
fering capacity based on the variable charge model, HP 1 is a promising tool for quantitative 
evaluation of the acid or alkaline contaminant transport though well-buffered soils.  
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ABSTRACT: Soil water repellency (WR) is a significant problem worldwide effecting natural 
and agricultural ecosystems, with important environmental consequences, for which proximate 
causes are not well understood. Soil organic carbon (SOC) considered being the key factor con-
trolling the soil water repellency. Although few previous studies have examined the relationship 
between WR and SOC in combination with other soil properties, this study aims to develop a 
straightforward link between SOC and WR by a comprehensive analysis of different soils. The 
WR verses water content relationship implied that SOC can increase the degree of WR as well 
as cause to develop WR over a wide range of soil water content. The trapezoidal area below the 
WR curve was expressed as a form of sigmoid growth curve where the first derivative of the 
sigmoid curve gives the water content dependant WR. The proposed sigmoid curve function 
showed a good fit with observed data, however derived WR curve slightly underestimate the ac-
tual water content dependant WR for soils containing high SOC. This suggest that the WR of a 
soil can be expressed using the single variable of SOC, irrespective of other soil physical and 
chemical properties.  

1 INTRODUCTION 
Soil water repellency (WR) is the propensity of soil to keep away from wetting even when free 
moisture is available. Soil water repellency is a significant problem worldwide effecting natural 
and agricultural ecosystems, with important environmental consequences, for which proximate 
causes are not well understood (Wallis and Horne, 1992; Dekker and Ritsema, 1994). The emer-
gence of WR of a soil primarily depends on the soil water content, and the intensity of WR may 
determine by other factors such as quantity and quality of soil organic carbon (SOC), soil tex-
ture and structure (Bisdom et al., 1993), soil pH, relative humidity (RH) of soil-air interface and 
wetting history (Dekker and Ritsema, 1994; de Jonge et al., 1999; Kawamoto et al., 2007). 
However, among these factors, SOC considered to be the key factor controlling the soil WR as 
hydrophilic organic matter coating on soil particles may lower the surface free energy of soil 
particles (Wal-lis and Horne, 1992; Roy and McGill, 2002). These organic substances may ori-
ginated from plant root extrudes, soil biomass extrudes, intermediate or final products of organic 
matter decomposition and also contamination of soil by external organic hydrophobic sub-
stances. The chemical origin of soil WR has been investigated in some studies; some of them 
have showed a correlation between soil organic carbon content and WR (Mataix-Solera and 
Doerr, 2004) that has been challenged by the studies on other soils (Horne and McIntosh, 
2003) . However, most of those studies tested only few soil types, and WR was expressed by us-
ing several variables along with SOC consequently limiting the practical use of those.  
 The purpose of this study was to link soil WR and SOC content irrespective of other soil 
properties. Although few previous studies have examined this relationship in combination with 
other soil properties, this study aim to develop a link between SOC and WR by a comprehensive 
analysis of soils from different origins, horizons, vegetations, particle size fractions and land 



 

 

management practices. This work aimed (i) to analyze the relationship between SOC and water 
content dependant soil water repellency and (ii) to develop a straightforward mathematical rela-
tionship between SOC and WR that can use to assess WR of a soil.  

2 MATERIALS AND METHODS 
2.1 Sampling sites and soil materials 
Seven types of soils from two different geographical regions in the world; 5 soils from Denmark 
and 2 soils from Japan were tested for their water repellency. The sampling locations, sample 
preparation and WR estimation of Danish soils were described elsewhere (de Jonge et al., 1999). 
The Japanese soils were sampled from two locations; Fukushima volcanic ash soil from a fo-
rested hill site at Fukushima in north-eastern Japan and Aichi Oak forest soils from a forested 
hill site at Aichi prefecture. Each of Fukushima and Aichi soils were obtained from single soil 
profiles excavated down to 0.3-0.5 m depth. Each soil profile was divided to 2 to 5 cm thick 
layers from surface and soil samples were collected from each depth class. The sampled mate-
rials were stored in refrigerator at 4°C until used for laboratory tests.  

 

Soil preparation

Field sampling Surface layer below vegetation Layers in a single profile

Sieve by 2 mm mesh
Sieve by 2 mm screen mesh

ө < өair-dry

drying at 40-105 0C

Water content adjustment 
of sub-samples
(~0.0 % to field 
water content)

ө > өair-dry  Add 
known amounts of water

ө < field water content
Oven-drying at 60 0C for 
different amounts of time

ө > field water content
Add known amounts 

of water

Equilibrium Store in plastic bags at 20 0C for  48 Store in plastic bags at 20 0C for  48 hours
MED test

Air drying

Danish soils Japanese soils

Sieve size fractions
( < 0.063 to < 2 mm )

Figure 1. The flow chart of the Molarity of Ethanol Droplet (MED) test including the soil preparation and 
pretreatment procedures. 

2.2 Determination of soil properties and water repellency 
The soil texture of each sample was determined at the laboratory. Sampled materials at field wa-
ter content were sieved through a 2 mm mesh screen and coarser materials as gravel and litter 
debris were discarded. Sub-samples of sieved soil was dried at air for constant weight and 
grounded to powder. The SOC and C/N ratio of powdered samples were determined using C-N 
analyzer (CHN corder MT-5, Yanaco, Kyoto). 

Sample preparation procedure for Danish soils and Japanese soils were slightly different, and 
the detail steps are illustrated in Figure 1. In this study, soil water repellency was assessed by 
the Molarity of Ethanol Droplet (MED) test (Roy and McGill, 2000). The MED test can be used 
to estimate the liquid surface tension of an aqueous ethanol droplet that can infiltrate the soil 
within 5 second. The lower the liquid surface tension (higher the concentration of ethanol) in an 
added droplet higher the WR of the tested soil samples.  

2.3 Description of water repellency parameters 
In general, the WR of a soil increase with increasing water content and reached a maximum (de 
Jonge et al., 1999; Kawamoto et al., 2007). Thereafter, a rapid decrease of WR towards field ca-
pacity was observed (Fig. 2a). Based on this WR verses volumetric water content (ө) and WR 
verses relative water content (Θ) curves (Fig. 2a,b), we defined: WRmax- maximum WR;  өair-dry 
(m3m-3) – the lowest volumetric soil water content obtained by air drying; өWR-max (m3m-3) - wa-
ter content at which maximum WR occurs; өnon-WR (m3m-3) - the highest volumetric water con-



 

 

tent at which WR disappears; SWR(Θ) (Nm-1) - the trapezoidal integrated area below the WR 
verses Θ curve. 
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Figure 2. Development of WR verses Θ relationships from WR verses ө curve (a), (b) WR verses Θ curve 
and SWR(Θ) verses Θ curve. Note that the WR-axis has been reversed in order to obtain an increase in the 
curve with increasing WR.  

3 RESULTS AND DISCUSSION 
3.1 Comparison of soil water repellency behavior 
The SOC content of the finest fractions of the Jyndevad soils under grass or barley cover was 
higher than that of the full sample. The SOC content decreased with depth of soil profile for 
Japanese soils, as did WRmax and өnon-WR.  

Water repellency behavior of three representative soil groups; Aichi, Fukushima and Danish 
soils are presented in Figure 3. Similar curves were obtained for Jyndevad grass size fractions 
and Jyndevad barley size fractions (data not shown). All Danish soils showed WR only in dry 
soils (ө = 0.0 ~ 0.2 m3 m-3), except the finer size fractions of Jyndevad soils. Surface soil layers 
and finer size fractions that contained comparatively higher SOC contents showed water repel-
lency over a wide range of ө, as well as high WR. As shown in Figure 3a and 3b, surface soils 
with very high SOC contents were water repellent even at өair-dry, and WRmax value was not ap-
parent. In general, all Danish soils showed low WR, WRmax, and SWR(Θ) compared to Japanese 
soils (Fig. 3). The decrease of WR with depth was well demonstrated by the SWR(Θ) verses Θ re-
lationship.  
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Figure 3. Comparison of water repellency behavior of soils by WR verses Θ and SWR(Θ) verses Θ curves. 
(a,b) Aichi, (c,d) Fukushima, and (e,f) Danish soils. 
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Figure 4. Plot of water repellency parameters verses SOC; (a) өair-dry, (b) өnon-WR, (c) өWR-max and (d) 
SWR(Θ)-max. 
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There was a consistent trend across all data sets, with a positive relationship between water re-
pellency parameters and SOC. Thus, we examined the relationship between SOC and water re-
pellency parameters and presented in Figure 4. In addition, the total water repellency or cumula-
tive SWR(Θ) value (at Θ=1 of SWR(Θ) verses Θ curve) was also plotted against SOC (Fig. 4). The 
өair-dry was increase linearly with increasing SOC (Fig. 4a) whereas the relationship between 
SOC and өnon-WR was a logarithmic curve (Fig. 4b). Accordingly, a log rose of өnon-WR value with 
increasing SOC for soils from 0.5 to 4.0 % of SOC, thereafter a lag increase for higher SOC 
contents. As shown in Figure 4c, WRmax also showed a logarithmic relationship with SOC. 
However, those relationships along were not able to build a straightforward equation for WR by 
using SOC. 
 Therefore, we consider the sigmoid shape of the SWR(Θ) verses Θ curves and proposed a sig-
moid curve relationship based on the Hill function (Giraldo et al., 2002); 
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where SWR(Θ)-max is the cumulative SWR(Θ), Θo is the relative water content at which WRmax occurs 
and k is a curve fitting parameter.  
The first derivative of this function gives the relationship between WR and Θ, which can be ex-
pressed as;  
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All the SWR(Θ) data were well fitted with the Equation 1, and a representative plot is presented in 
Figure 5a. The predicted WR values which was derived from Equation 2 were also showed a 
good agreement. However, predicted curve underestimated the WR of soils which have very 
high SOC content, but showed a good fit for the soils with low SOC. 
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Figure 5. Comparison of observed and predicted WR curves; (a) observed SWR(Θ) and predicted SWR(Θ), 
and (b) observed WR and predicted WR (thick lines are predicted WR curves). 

4 CONCLUSIONS  

The WR verses relative water content relationship implied that SOC can increase the degree of 
WR as well as cause to develop WR in soils over a wide range of water content. The SOC con-
tent showed positive linear correlation between өair-dry, also positive logarithmic correlations be-
tween SOC and other WR parameters (өnon-WR, WRmax, and SWR(Θ)-max. The trapezoidal area be-
low the WR curve was expressed as a form of sigmoid growth curve where the first derivative of 
the sigmoid curve gives the water content dependant WR. The proposed sigmoid curve function 
showed a good fit with observed data, however derived WR curve slightly underestimate the ac-



 

 

t WR. This suggest that the WR of a soil can be expressed using the 
single variable of SOC irrespective of other soil physical and chemical properties. 
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ABSTRACT: The use of inappropriate irrigation practices has been causing deterioration of 
agricultural lands in semi-arid regions. Since sources of fresh water are limited, it is also neces-
sary to raise the efficiency of the irrigation water use in arid and semi-arid regions. Soil survey 
and continuous soil water monitoring have been conducted at a maize field irrigated with high 
salt content water in Gansu province, P.R. China. The region has annual precipitation of less 
than 200 mm and deep ground water is the major source for irrigation. Measurements of soil 
physical and chemical properties, as well as numerical simulations with HYDRUS-2D have 
been conducted. Soil hydraulic parameters determined using the multistep outflow method were 
more similar to those predicted by Rosetta than to those provided by the Soil Catalogue. Numer-
ical simulations represented well water behavior in the field soil with maize when properly 
measured hydraulic and transport parameters were used. They also suggested that more frequent 
irrigation can reduce the salt accumulation without reducing water supply to plants. 

1 INTRODUCTION 
Irrigation has an important role in increasing crop production. Among the total agricultural land, 
17% of agricultural land is irrigated, which produces about 40% of total agricultural food pro-
duction. Simultaneously, salt accumulation due to inadequate amount of irrigation causes ap-
proximately 1.5 million hectare of arable land to be unproductive every year. Inappropriate irri-
gation practices have been deteriorating agricultural lands in semi-arid regions (Oster and 
Shainberg, 2001). Irrigation with saline water often affects soil physical and chemical characte-
ristics (Tedeschi et al., 2005). As sources o fresh water are limited, it is necessary to increase the 
irrigation water efficiency in arid and semi-arid regions. 

Research work under field conditions is time consuming and costly. In addition, the irrigation 
cost is higher in arid and semi-arid regions. Numerical simulations can be a cost effective tool to 
demonstrate the modified irrigation practices (Hassan et al., 2005). HYDRUS (Šimůnek et al., 
1999) is becoming a popular and cost effective tool to demonstrate the effects of modified irri-
gation practices. 

However, measurements of soil hydraulic properties are often difficult, laborious, and time 
consuming. As an alternative to traditional measurements, inverse analysis of experiments con-
ducted under simple initial and boundary conditions can be used as a tool to determine soil hy-
draulic properties. Also, databases of soil hydraulic properties have been developed. Several pe-
dotransfer functions (PTF), which predict transport parameters from more easily measurable soil 
parameters, i.e. texture, dry bulk density, and/or particle size distribution were reported (Cosby 
et al., 1984, Tomasella et al., 2003). A soil catalogue developed using the data about US soils 
(Carsel and Parrish, 1988) is one of the most common PTFs. In addition to the soil catalogue, 
Hydrus-2D also implements the Rosetta program (Schaap et al., 1998, 1999) that includes one of 
the most commonly used PTF developed using neural networks. These PTFs are very conve-
nient since they can predict soil hydraulic parameters from commonly available soils data. 
However, less is known about the performance of PTFs, especially when applied to soils in the 
Asian region.  



The purpose of this study is to assess soil water behavior in the maize fields under irrigation 
in northwest China when proper soil hydraulic properties are used. In addition, water saving ir-
rigation practices are evaluated using numerical simulations. 

2 MATERIAL AND METHODS 
2.1 Field monitoring and soil analysis 
The experimental field was located in Wuwei in the Gansu province of P.R. China 
(N38°10'30.5" and E102°46'47.9"). The field is covered by Yellow loess. Annual precipitation 
is around 100 to 200 mm, and groundwater is the main source of irrigation water. Electrical 
conductivity of the irrigation water was 1.71 dSm-1. Experimental field was used for maize cul-
tivation. 

Soil samples were collected using a steel cylinder of 5.1-cm diameter and 5-cm length, from 
layers shown in Table 1. Four probe electrical conductivity (EC) sensors, TDR soil moisture 
sensors and thermocouples were buried at four different depths at the test field (Table 1). These 
sensors were connected to the data logger CR10X (Campbell Scientific Ltd., USA) and the data 
were stored for 6 months. 

Particle size distribution by the pipette method, bulk density by gravimetrically, and electric-
al conductivity by 1:5 soil water ratio method were measured in the laboratory. Calibration of 
TDR sensors was also conducted. The particle density of soil samples was measured using the 
pycnometer method, and the saturated hydraulic conductivity of soil samples was measured us-
ing the falling head method. Texture and bulk density of different layers are shown in Table 1. 

2.2 Determination of soil hydraulic properties and numerical simulation 
In this study the HYDRUS-2D software (Šimůnek et al., 1999) was used to evaluate using nu-
merical simulations the impact of irrigation in terms of continuous production. In HYDRUS, the 
Richards’ equation for water movement (1) is employed as the governing equation: 
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Here, θ is the volumetric water content, t is the time, x and z are positions, and K(h) is the unsa-
turated hydraulic conductivity. 

 Soil hydraulic parameters used in numerical simulations were based PTF predictions from 
measured soil texture and dry bulk density (Table 1) and those obtained by inverse analysis of 
multistep outflow method (e.g., Eching and Hopmans, 1993). The inverse analysis was con-
ducted by the HYDRUS program. van Genuchten-Mualem equations for soil water retention, 
θ(h), and hydraulic conductivity, K(h), functions were assumed (van Genuchten, 1980): 
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Here θr and θs denote the residual and saturated volumetric water contents, respectively; Se is 
relative saturation, Ks is the saturated hydraulic conductivity, l is the pore connectivity coeffi-
cient, and α, n and m (=1-1/n) are empirical coefficients (Table 3) used in the HYDRUS pro-
gram. Those parameters were optimized to represent cumulative drainage and soil water pres-
sure heads in the soil sample under imposed positive pressures.  

Cropping parameters used in the simulation were based on field observation; for example the 
cropping period for the maize was 6 months. The root water uptake model used in the simulation 
was given by Feddes et al. (1978). 
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where the volume of water removed from the soil due to plant water uptake is represented as S 
(d-1), a(h) is the water stress response function of the soil water pressure head, and Sp is the po-
tential root water uptake rate derived by modifying the potential transpiration in terms of root 
zone size. The variable Sp corresponds to the transpiration rate during periods of no water stress 
when a(h)=1. Parameters for the water stress response function are -15, -30, -500, and -24000 
(cmH2O) for P0, P0pt, P2L, and P3, respectively (Fig. 1). Root distribution parameters were as-
signed according to Vrugt et al. (2001) to represent observed root distribution in the field. 
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where β(z) denotes the spatial root distribution as a function of depth z, zm is the maximum root-
ing depth; λ, Pz and z* (depth of maximum potential uptake) are fitting parameters. The value 
used for the fitting parameters are 1, 10, 15, respectively. 

As the boundary condition, irrigation was the only source of water and was applied according 
to the schedule shown in Table 2. At the lower boundary of the simulation domain, gravitation 
was the only driving force for water flow. Water flux at the lower boundary was estimated from 
changes in TDR sensors at depths of 50 and 80 cm. The evapotranspiration rate was estimated 
according to Mahmood et al. (2005), and the evapotranspiration rate was divided into evapora-
tion and transpiration rates based on Rosenthal et al. (1977) and Kang et al. (1998). The initial 
water content for the simulation was based on measured values before planting maize in April 
2006. 
 
Table 1. Soil physical properties, and sensors buried in the experimental fields. _________________________________________________________________________________ 
Lay  Fractions (%)  Bulk density  Ks   Numbers of Sensors    _ _________________ ____________ ___________  _____________________     er 
(cm)   Sand Silt Clay  g cm     cm d    TDR  TC _________________________________________________________________________________ 

3 1

10   77.2 11.9 10.9  1.48    63    2   1 
30   80.2 10.4 9.4   1.49    58    2   1 
50   63.1 25.4 11.5  1.53    61    2   1 
80    -  -  -   -     -    2   1  _________________________________________________________________________________ 

 

3 RESULTS AND DISCUSSION 
3.1 Estimation of soil hydraulic properties 

Fig. 2 shows estimated soil water retention curves for Wuwei yellow loess. Triangle symbols 
show data measured using the pressure chamber method and the hanging water column. It is 
clear that the Soil Catalogue can not represent the water retention well and that results provided 
by Rosetta are better than those by the Soil Catalogue. Results obtained using the multistep out-
flow-inverse analysis are superior to both PTFs approaches. Hydraulic parameters determined 
using the multistep outflow-inverse analysis (θr=0.052, θs=0.430, α=0.0246, n=1.84, Ks=58 cm 
d-1 and l=0.986) were used in numerical simulations. 
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Fig. 2 Estimated water retention curves for Wuwei Yellow loess. (TH35 is θ at 350 cm H2O instead of 
330 cm H2O) 

 
Table 2 Irrigation schedule (DAP: Days after planting). ____________________________________________________________________________ 
No. of irrigation    Case A         Case B            ___________ _____________  ____________________________     
       DAP  Irrigation depth   DAP  Irrigation depth   
       (days)  (mm)      (days)   (mm) ____________________________________________________________________________ 
 1      15    180       15    60    
 2      60    105       70    120   
 3      80    105       80    60    
 4      100   105       96    60     
 5      120   105       109   60    
 6      140   105       119   90    
 7      160   105       129   60    
 8      -    -        139   60    
 9      -    -        152   60    
       Total   810           630   ___________________________________________________________________________  

3.2 Water and salt behavior at the field 
Fig. 3 shows a comparison between monitored and predicted moisture contents of the soil at 
depths of 10 and 30 cm. Numerical results can represent actual moisture conditions fairly well. 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 

 
Fig. 3 Comparison of monitored and predicted soil water contents in the maize field (10 cm and 30 cm in 

depth and arrows denote timing of irrigation). 
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3.3 Numerical simulation for improved irrigation practice 
Results of numerical simulations suggested that HYDRUS-2D with proper soil hydraulic para-
meters can represent behavior of water in soils well. Thus, a simulation study for subsurface ir-
rigation was attempted for the same climate and soil conditions. 

Fig. 4 shows simulated root water uptake and irrigation under boarder irrigation for different 
irrigation schedules shown in Table 2. Here, Case A is the conventional irrigation scheme a far-
mer did and Case B is an alternative water saving irrigation schedule. The Case B tends to save 
water by using more frequent and smaller dose irrigation, which is the difference between cumu-
lative irrigation and root water uptake in these figures. In semi-arid regions many farmers are 
forced to use ground water with high salt content. For example, pumped water in this study site 
had electrical conductivity of 0.6 dS m-1 which is equivalent to 400-NaCl g m3 of water. Thus, 
saving irrigation water may reduce the accumulation of salts in the agricultural field. 
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Fig. 4 Simulated cumulative water application and root water uptake of maize under alternative irrigation 
schedules (Top and bottom are result of the Case A and B, respectively). 

4 CONCLUSION 
Numerical simulations with properly measured soil hydraulic parameters can represent well the 
behavior of salt and water in Yellow loess at the maize field in Wuwei. Measured soil hydraulic 
parameters seem to provide more accurate description of flow and transport processes than pe-
dotransfer functions. Soil hydraulic parameters provided by Rosetta performed better than those 
from the USDA soil catalogue. A case study on subsurface irrigation suggested that we can en-
hance efficiency of irrigated water while maintaining proper water conditions for plants. 
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ABSTRACT: Simulation models are effective tools for quantitatively comparing environmental 
loads from agricultural land under the condition of different managements of fertilizer 
applications. In this study, the water transport and nitrogen transport in tea fields observed by 
lysimeter experiments and simulated using HYDRUS-1D were compared to evaluate the 
validity of the model. It was found that the simulated water transport agreed well with observed 
transport, but the simulated nitrogen transport did not agree with observed transport. 
Determination of optimal parameters expressing nitrogen transformation in soils remains as one 
of the key issues for increasing the accuracy of prediction of nitrogen transport in tea fields. 

1 INTRODUCTION 
In cultivation of tea, large amounts of nitrogen, compared to the amounts used for other crops, 
have been applied as fertilizer, resulting in an increase in nitrate-nitrogen (NO3-N) 
concentrations in surrounding water systems and a high rate of emission of nitrous oxide, one of 
the major greenhouse gases. In response to these problems, the amounts of nitrogen applied as 
fertilizer to tea fields has been reduced in the past several years. Various new methods of 
fertilizer application to improve the efficiency of nitrogen use by tea plants have also been 
developed in order to achieve a good balance between reduction of environmental loads and 
preservation of the yield and quality of tea. However, there have been few studies in which 
environmental loads from tea fields were quantitatively compared under the conditions of 
different managements of fertilizer application. Since it is thought that the approach using a 
simulation model is effective to make a quantitative comparison, we used a model to estimate 
water and nitrogen movement in tea fields and evaluated the validity of the model in this study. 
The results of this study could help farmers to decide appropriate irrigation and fertilizer 
application schedules.  

2 MATERIALS AND METHODS 
2.1 Model description 
Modeling of water and nitrogen movement was conducted using a computer simulation model, 
Version 4.0 of HYDRUS-1D (Šimůnek et al. 2008). Vertical water movement in isotropic soil is 
described by Richards’ equation. This equation is given by 
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where θ is volumetric water content (L3 L-3), t is time (T), z is the vertical coordinate (L) 
(positive upward), h is the pressure head (L), K(θ) is unsaturated hydraulic conductivity (L T-1), 
and S is the root water uptake term (L3 L-3 T-1). S is computed from 



 ( ) ( ) pTzbhS α= , (2) 

where α(h) is root-water uptake water stress response function (dimensionless), b(z) is the 
normalized water uptake distribution (L-1), and Tp is the potential transpiration rate (L T-1). The 
root distribution function, which is needed for the derivation of b(z), was determined from the 
literature (Aono et al. 1979) and was assumed to be unchanging during the study period. 
Potential evapotranspiration rates were calculated using the Penman-Monteith equation. 
Weather data used for this calculation were obtained from AMeDAS of the Japan 
Meteorological Agency (Kikugawa-Makinohara, Shizuoka) and the weather-monitoring station 
of National Institute of Vegetable and Tea Science, Shizuoka. The ratio of evaporation to 
transpiration was 1 to 5, which was determined by the ratio of the soil area covered to that 
uncovered by the canopy of tea plants. The potential evaporation rate (Tp) was calculated with 
the assumption that the crop coefficient was 1.0. 

Soil hydraulic properties were represented by the model of van Genuchten (1980). The 
parameters used for this model, including saturated water content (θs), residual water content 
(θr), empirical factors (α, n) and saturated hydraulic conductivity (Ks), were predicted using the 
neural network prediction model available in HYDRUS by giving measured values of clay, silt 
and sand contents of soil used for lysimeter experiments. The toutuosity parameter (l) was set to 
0.5. Basic physical properties and predicted hydraulic properties of the soil are shown in Table 
1. 

 
 

T able 1. Basic physical properties and hydraulic properties of soil. 

Particle
density

Bulk
density

Clay
content

Silt
content

Sand
content

θ r θ s α n K s

(g cm-3) (g cm-3) (%) (%) (%) (cm3 cm-3) (cm3 cm-3) (cm-1) (-) (cm d-1)

2.7 1.3 32.0 24.5 43.5 0.0778 0.414 0.0195 1.33 6.21

 
 

For solute transport, the relationship between adsorbed and soluble NH4-N was described by a 
linear equation. The nitrification process was assumed to occur from the surface to a 0.3 m 
depth and was considered as a first-order reaction, the rate of which was determined from the 
literature (Hayatsu & Kosuge 1993). Mineralization and denitrification processes were 
neglected. Adsorption of nitrate by soil was also neglected. Under these assumptions, the 
equations governing nitrogen transport are given as 
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where c1 and c2 are the ammonium-nitrogen (NH4-N) and NO3-N concentrations in solution (M 
L-3), respectively, si is the absorbed NH4-N concentration (M M-1), D1 and D2 are the dispersion 
coefficients (L2 T-1) of NH4-N and NO3-N, respectively, μ’w,1 and μ’s,1 are the first-order 
nitrification rates for liquid and solid phases, respectively, Kd is the empirical factor (L3 M-1), DL 
is the longitudinal dispersivity (L), |q| is the absolute value of the Darcian fluid flux density (L 
T-1), Dw,i is the molecular diffusion coefficient in free water (L2 T-1) and τ is a tortuosity factor in 
liquid phase (-). The parameters used in this study were shown in Table 2. 



 
 
Table 2. Input parameters for solute transport. 

μ' w,1 μ' s,1 K d D L D w,1 D w,2

(d-1) (d-1) (cm3 g-1) (cm) (cm2 d-1) (cm2 d-1)
0.075 0.075 1.0 10 1.54 1.66  

 
 

Initial water content was set to be the value at the end of the simulation using the weather data 
from Apr. 2002 to Mar. 2003. Initial NH4-N and NO3-N concentrations were determined by the 
profile values measured on Mar. 30, 2003 and the concentrations of leachate sampled on Apr. 1, 
2003. The upper boundary was represented by atmospheric variable boundary conditions with 
specified irrigation rates, fertigation rates, precipitation rates, evaporation rates, and NH4-N and 
NO3-N concentrations in the liquid fertilizer. The lower boundary was represented by a seepage 
boundary condition and a zero concentration gradient. 

2.2 Lysimeter experiments 
Datasets obtained from lysimeter experiments conducted at the Tea Research Center of the 
Shizuoka Prefectural Research Institute of Agriculture and Forestry from Apr. 2003 to Mar. 
2006 were used for validation of the model. Each lysimeter, with dimensions of 2.0 m in width, 
1.5 m in length and 2.0 m in depth, was filled with yellow soil (clay loam) and included five tea 
plants. Three methods of fertilizer application were compared. One was the conventional 
method of manually applying fertilizer beside tea plants (CM). The others were fertigation 
methods of automatically applying liquid fertilizer under the canopy of tea plants (F1 and F2). 
The fertigation conditions are given in Table 3. Liquid fertilizer was applied by a water spray 
bar. Nitrogen was applied as ammonium nitrate. In the CM lysimeter, nitrogen was applied as 
rapeseed meals, fish lees, urea, ammonium sulfate and ammonium nitrate. For each lysimeter, 
the amount of leachate from the bottom was measured and subsamples were collected from 
storage tanks and the concentrations of NH4-N and NO3-N were quantified using the ion 
chromatography analysis. 
 
 
Table 3. Fertigation conditions. 

Methods of
fertilizer

application

Amount of
nitrogen
applied

Amount of
water applied
per fertigation

Amount of
water applied

per year

Interval of
fertigation

Nitrogen
concentrations

of liquid
fertilizer

(kg ha-1) (mm) (mm) (days) (mgN L-1)
CM 540 - - - -
F1 300 5 300 4 100
F2 300 5 60 18 500  

3 RESULTS AND DISCUSSION 
3.1 Water transport 
Observed and simulated cumulative amounts of leachate are shown in Figure 1. Precipitation 
and irrigation depth are also shown. The largest amount of annual leachate was observed in 
2004 due to the highest annual precipitation among the three years. Due to a large amount of 
rain from Sep. to Nov. in 2004, even the amount of leachate in the lysimeter to which fertilizer 
was applied by the conventional method reached almost 1000 mm during the period. The annual 



precipitation in 2005 was less than usual and the amount of annual leachate in that year was 
only about half of that in 2004.  

A comparison of the observed and calculated amounts of leachate showed that there was good 
agreement between them for all lysimeters, indicating that the model of water transport in tea 
fields can predict water transport in tea fields with a high level of accuracy. There was little 
difference among the calculated cumulative amounts of actual root water uptakes of the three 
lysimeters, and the amounts of the CM lysimeter were about 596, 664 and 678 in 2003, 2004 
and 2005, respectively (data not shown). 
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Figure 1. Comparison of the observed and simulated cumulative amounts of leachate from the  
bottom of each lysimeter. 

3.2 Nitrogen transport 
Observed and simulated concentrations of NO3-N of leachate of F1 and F2 are shown in Figure 
2. The NO3-N concentrations began to increase after heavy rain (around Aug. and Nov. in 2003, 
Oct. in 2004 and Jul. in 2005). The maximum concentrations of F1 and F2 were observed in 
Oct. 2004. A comparison of the observed and simulated NO3-N concentrations of leachate 
showed that, though the simulated concentrations peaked around Oct. 2004 and Jan. 2006 
similar to the observed concentrations, the values were significantly overestimated throughout 
the study period. Conversely, NH4-N concentrations were underestimated (data not shown). One 
possible reason for these errors is the unsuitableness of given nitrification rates. Smaller 
nitrification rates should be given to fit observed data. Another possible reason is the neglect of 
some processes such as mineralization, denitrification and adsorption of NO3-N. These 
processes might play important roles in nitrogen transport in tea fields. 
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Figure 2. Comparison of the observed and simulated NO3-N concentrations of leachate from  
the bottom of each lysimeter. 

4 CONCLUSIONS 

The results of the lysimeter experiments and simulation of water transport in tea fields were 
compared. The cumulative amounts of simulated leachate agreed well with observed values. For 
solute transport, the simulated NO3-N concentrations of leachate were greatly overestimated. 
The results indicate that the model used in this study is useful tool for the proposal of optimal 
water management for tea cultivation but not of fertilizer application management. Further 
studies on the determination of optimal parameters are needed to achieve our goal of 
establishing appropriate irrigation and fertilizer application schedules. 
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1 INTRODUCTION 
 
Rain water harvesting systems are traditional agricultural ways to collect and recharge runoff water 
into soils by such means as ditches and dams. They are essential for sustainable agriculture and af-
forestation without depending on irrigation systems in arid and semi-arid regions. In general, the 
most important point in evaluating the effect of water harvesting is determined how much water is 
collected and recharged into the soil. However, a large amount of water is lost from the soil and col-
lected water surface due to high evaporation conditions in arid environments. As a measure for this 
problem, a new method of water harvesting that has potential to reduce soil water evaporation has 
been proposed by means of ditches filled with highly permeable materials (Saito et al. 2000; Abu-
Zreig et al. 2000). In this method, a ditch is dug and then filled with highly permeable materials 
(e.g. sand) as a device to collect runoff water. It can be expected that runoff water infiltrates 
promptly into the ditch, and the infiltrated water then seeps to the adjacent soil through the side and 
bottom of the ditch due to the high matric potential gradient between the material in the ditch and 
adjacent soil. In addition, this method can reduce the amount of evaporation from the soil surface 
since the infiltrated water is stored deeper in the soil profile. Considering its distribution shape of 
the soil water, this method would be suitable for applying to trees. This filled ditch, called “sand 
ditch”, is simple and cost-effective, therefore it can be applied to large fields along contour lines. 

The effectiveness of sand ditches has been confirmed through laboratory and field experiments. 
Abu-Zreig et al. (2000) reported that sand ditches increased water storage and infiltration depth in 
an olive field in Jordan. Saito et al. (2006) carried out laboratory experiments using various fillers 
for the ditches to evaluate their water storage ability and to examine suitable fillers. In addition to 
such experimental approaches, numerical modeling of the system is important to generalize the re-
sults. Simulation of the system may provide optimal designing of the ditch and filler based on the 
regional environmental conditions through numerical experiments. The objective of this study, 
therefore, was to model the water harvesting system with sand ditches. The soil water movement in 
the system was simulated using HYDRUS-2D (Šimůnek, et al., 2005), and the results were com-
pared with the measured results from laboratory experiments. 

Simulation of Soil Water Movement in a Water Harvesting 
System with Sand Ditches  

T. Saito & H. Yasuda 
Arid Land Research Center, Tottori University, 1390 Hamasaka, Tottori 680-0001, Japan 

H. Fujimaki 
Graduate School of Life and Environmental Sciences, University of Tsukuba, Tsukuba, Ibaraki 305-8572, 
Japan 

 

ABSTRACT: A new method of water harvesting system with ditches filled with highly perme-
able materials that has potential to reduce soil water evaporation has been proposed. Laboratory 
experiments were carried out using a soil tank with dielectric sensors and various fillers for the 
ditch to evaluate the water storage ability of this system. The soil water movement in the system 
was simulated using HYDRUS-2D, and the results were compared with the measured results. 
The simulated water content distributions and cumulative water influxes were relatively in good 
agreement with the measured results in the infiltration process. The estimated evaporation rates 
did not agree well with the measured rates especially at the late stage in the evaporation process 
when the atmospheric boundary conditions were applied to the model. This may be due to ex-
cluding the calculation scheme of vapor flux in the model. 



2 MATERIALS AND METHODS 

2.1 Experimental soil and filler in the ditch 

A homogeneous and dry experimental soil was made by mixing silica sand with 10% by weight of 
Kibushi clay. Five types of large porous and highly permeable materials were employed as the filler 
in the ditch namely: sand mixed with 5% clay, sand, gravel, chopped plastic pipes and rice chaff. 
The ditches filled with the above fillers are rafter to as clay-ditch (CD), sand-ditch (SD), gravel-
ditch (GD), pipe-ditch (PD) and rice chaff- ditch (RD), respectively. Some physical properties of 
the experimental soil and fillers are listed in Table 1. In addition to five types of the ditch treat-
ments, non-ditch (ND) treatment was also performed as a control. 

2.2 Experimental setup and procedure 

Figure 1 shows the schematic diagram of the experimental apparatus. The experimental soil was 
carefully placed in an acrylic test soil tank (inside dimension: 89 × 48 × 15 cm). The inside walls of 
the soil tank were previously treated by experimental soil with bonding adhesive to prevent finger-
ing and preferential flow of water along the wall. A ditch was dug out (41 × 9 × 15cm) at the side of 
the tank as shown in Fig.1, and filled with highly permeable materials. Dielectric soil moisture sen-
sors (ThetaProbe ML2x: Delta-T Devices Ltd, Cambridge, UK) were set up at 26 points along the 
side of the soil tank. All of the equipments were placed on weighing machines to measure evapora-
tion rate.  

 
Table 1. Physical properties of the experimental soil and fillers 

Bulk density 
 

Saturated hydraulic 
conductivity  

Saturated volumetric  
water content 

Soil and filler in the ditch 
 
 Mg m-3 cm s-1 m3 m-3 
Experimental soil  1.81 9.78×10-5 0.288 
Sand mixed with 5% clay (CD) 1.69 1.30×10-3 0.326 
Sand (SD) 1.67 1.05×10-1 0.396 
Gravel (GD) 1.30 6.35 0.495 
Chopped plastic pipes (PD) 0.28 12.9 0.734 
Rice chaff (RD) 0.12 1.29 0.840 

Figure 1. Schematic diagram of the experimental apparatus. 



After the equipments were set up, assumed runoff water was uniformly poured over the soil sur-
face using an irrigation device. Depth of the poured water was 40 mm per unit area. The poured wa-
ter was ponded on the soil surface until infiltration was completed. The ponding time of each ditch 
treatment was measured as an index to evaluate the promotion of infiltration by the ditch. This 
ponding term is referred to as “infiltration process” in this paper. Following the completion of the 
infiltration, the soil tank was uncovered to allow evaporation. The soil water was evaporated under 
constant meteorological conditions during 7 days (168 h); this term is referred to as “evaporation 
process”. Soil surface temperature was automatically regulated at 25ºC by temperature control de-
vices, which were connected thermocouples and incandescent lamps. Room temperature was also 
kept at 25ºC. Wind velocity was kept constant by five blower devices. 

2.3 Simulation of soil water movement 

The HYDRUS-2D software package (Šimůnek et al., 2005) was used to simulate the soil water 
movement in both infiltration and evaporation processes. The modified van Genuchten model (Vo-
gel & Cislerova, 1988) was employed as the soil hydraulic model to adjust the air-entry value of the 
experimental soil since the soil was clayey. The soil hydraulic parameters given to the model were 
basically determined by referring the values in Table 1 and retention curves for each soil and filler. 
However, in order to stabilize the calculations, some parameter values such as the hydraulic con-
ductivities of the fillers were adjusted within the range that had little influence on the water move-
ment.  

The simulations were separately performed for the infiltration and evaporation processes. In the 
calculation of the infiltration process, we applied the time variable pressure condition corresponding 
to the measured ponding depth as the upper boundary condition for each treatment. The final time 
of the calculation was also set at the measured ponding time. The simulation of the evaporation 
process was started after finishing the calculation of the infiltration process. The simulated water 
content distributions at the end of the infiltration process were imported as the initial water content 
conditions of the evaporation process. Two types of upper boundary conditions were applied for the 
evaporation process: (i) time variable flux condition corresponding to the measured evaporation rate 
and (ii) atmospheric boundary condition. In this paper, we show the simulated results for ND, CD, 
SD and GD in the infiltration process, and for ND and SD in the evaporation process. 

3 RESULTS AND DISCUSSION  
3.1 Experimental results 

The experimental results were described and discussed in detail by Saito et. al (2006). All of the 
with-ditch treatments promoted the infiltration of the pored water and reduced the cumulative 
evaporation compared to ND (non-ditch) treatment (Figure 2). The tendency can be seen that the 
large pore fillers have high water storage ability. 

Figure 2. Comparison of the ponding time in the infiltration process  
and cumulative evaporation at the end of evaporation process. 
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3.2 Simulated results 

Figures 3 and 4 show the distributions of volumetric water content at the ends of the infiltration and 
evaporation processes, respectively. The simulated distributions were in relatively good agreement 
with the measured distributions in the infiltration process. The simulated water content was a little 
higher than the measured water content in each ditch; this was probably because the actual field-
saturated water content was lower than the saturated water content used in the calculation (Table 1). 
The calculated cumulative water influxes were also in relatively good agreement with the amount of 
the poured water.  

 
Figure 3. Distributions of volumetric water content at the end of the infiltration process: 
ND = non-ditch, CD = clay-ditch, SD = sand-ditch and GD = gravel-ditch. 
 

 
Figure 4. Distributions of volumetric water content at the end of the evaporation process (168 h): ND = non-
ditch and SD = sand-ditch. The boundary condition (i) is the time variable flax condition corresponding to the 
measured evaporation rate. The boundary condition (ii) is the atmospheric boundary condition.  



In the evaporation process, the simulated distributions were in moderate agreement with the 
measured distribution (Figure 4). The near-surface soil water content (0 – 10 cm) was overestimated 
in all of the simulated results. At the end of the evaporation process (168 h), the cumulative evapo-
ration values calculated under the boundary conditions (i) were approximately equal to the meas-
ured values in both ND and SD, in contrast, the calculated values under the boundary conditions (ii) 
were 77 and 231 % of the measured values in ND and SD, respectively.  

The variations of the estimated evaporation rates under the boundary conditions (ii) with time are 
presented in Figure 5. The estimated rates were in relatively good agreement with the measured 
rates at the first stage of evaporation (h < 12) in both ND and SD. However, the evaporation rate of 
ND was underestimated at the second (12 < h < 36) and third stages (h > 36), and the rate of SD 
was underestimated at the second stage and was overestimated at the third stage. These estimation 
errors at the late stages may be caused by excluding the calculation scheme of vapor flux in the 
model. Further improvement of the model will contribute to the accurate estimation of water content 
distribution and evaporation rate. Seeking optimal hydraulic parameter values and hCritA value also 
seems to be important for better calculation. 
 

Figure 5. Variations of the measured and estimated evaporation rates with time. 
The plots are the measured evaporation rate that corresponds to the time variable  
flax used for the boundary condition (i). The lines are the estimated evaporation  
rate by the model under boundary condition (ii). 
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